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continuity and partial Hölder continuity of the solutions, Ann. Mat. Pura Appl.

, 137 (1984), pp. 83-122.

[9] P. Cannarsa, On a maximum principle for elliptic systems with constant coeffi-

cients, Rend. Sem. Mat. Padova, 64 (1981), pp. 77 - 84.

[10] P. Cannarsa, Second order nonvariational parabolic systems, Boll. Un. Mat. Ital.,

18-C (1981), pp. 291 - 315.

[11] L. Fattorusso, Sulla differenziabilitá delle soluzioni deboli di sistemi parabolci

non lineari di ordine 2m ad andamento quadratico. Matematiche (Catania), (40)

(1985), pp. 199-215.
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From (P.3), (P.4) and (9.3.29) we get∫ 0

−a
dt

∫

B(σ)

∥∥∥∥
∂u

∂t

∥∥∥∥
2

dx ≤

≤ c(ν,K, U, λ, σ, a, b,m, n)



1+

∑

|α|<m

(∫ 0

−b
‖fα‖0,B(3σ)dt

)2

+

∫ 0

−b
|u|2m,B(3σ)dt



.

The last inequality and (9.3.25) allows us to conclude the proof.
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applying Theorem 7.2.1, it follows

u ∈ L2(−a, 0, Hm+1(B(σ),RN))

and

∫ 0

−a
|u|2m+1,B(σ)dt ≤

≤ c(ν,K, U, λ, σ, a, b,m, n)



1 +

∑

|α|<m

(∫ 0

−b
‖fα‖0,B(3σ)dt

)1+ϑ
2

+

∫ 0

−b
|u|2m,B(3σ) dt



. (9.3.25)

Finally we have to prove that u ∈ H1(−a, 0, L2(B(σ),RN)) and inequality (9.2.5).

From inequality (9.2.3) we have

∫ 0

−a
dt

∫

B(σ)

‖D′′u‖4dx ≤

≤ c(ν,K, U, λ, σ, a, b,m, n)



1 +

∑

|α|<m

(∫ 0

−b
‖fα‖0,B(3σ)dt

)1+ϑ
2

+

∫ 0

−b
|u|2m,B(3σ)dt



 (9.3.26)

then we have

D′′u ∈ L4(B(σ)× (−a, 0),R′′). (9.3.27)

Moreover, bearing in mind that, for |α| < m, aα(X, p) satisfies (P.3), and for |α| = m,

aα(X, p) satisfies (P.4), we have

Dαaα(X, p) ∈ L2
(
B(σ)× (−a, 0), RN

)
∀α : |α| ≤ m (9.3.28)

Recalling the definition of weak solution, for every ϕ ∈ C∞0 (Q,RN), proceeding as in

[24], we have

∫ 0

−a
dt

∫

B(σ)

(
u

∣∣∣∣
∂ ϕ

∂ t

)
dx =

∑

|α|≤m

∫ 0

−a
dt

∫

B(σ)

(Dαaα(X,Du)|ϕ ) dx, (9.3.29)

and, bearing in mind (9.3.28), we obtain that

∃ ∂u
∂t
∈ L2

(
B(σ)× (−a, 0),RN

)
. (9.3.30)
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every |h| < h0, it follows

∫

B(2σ)

‖τi,hD′u‖2 ‖D′′u‖2dx ≤
(∫

B(2σ)

‖τi,hD′u‖4dx
) 1

2
(∫

B(2σ)

‖D′′u‖4dx
) 1

2

≤

≤ |h|2 ‖D′′u ‖20,4,B( 5
2
σ) ‖D′′u ‖

2
0,4,B(2σ) ≤ |h|2 | u |4m,4,B( 5

2
σ) .

Integrating in (−b∗, 0), from (9.3.23) it follows
∫ 0

−a
dt

∫

B(σ)

‖ τi,hD′′u ‖2 dx ≤

≤ c(ν,K, U, λ, σ, a, b,m, n)|h|2


1+

∑

|α|<m

(∫ 0

−b
‖fα‖0,B(3σ) dt

)1+ϑ
2

+

∫ 0

−b
|u|2m,B(3σ) dt



.

(9.3.24)

If h0 ≤ |h| < σ
2
, for every i = 1, 2, . . . , n we easily obtain

∫ 0

−a
dt

∫

Bσ)

‖τi,hD′′u‖2 dx≤4

∫ 0

−a
dt

∫

B(3σ)

‖D′′u‖2dx≤ 4
h2

h20

∫ 0

−a
dt

∫

B(3σ)

‖D′′u‖2dx≤

≤ c(ν,K, U, λ, σ, a, b,m, n)h2
∫ 0

−b
|u|2m,B(3σ)dt ≤

≤ c(ν,K, U, λ, σ, a, b,m, n)|h|2


1 +

∑

|α|<m

(∫ 0

−b
‖fα‖0,B(3σ)dt

)1+ϑ
2

+

∫ 0

−b
|u|2m,B(3σ) dt



 .

It is then proved, for every |h| < σ
2
and every i ∈ {1, 2, . . . , n} , that

∫ 0

−a
dt

∫

B(σ)

‖τi,hD′′u‖2 dx ≤

≤ c(ν,K, U, λ, σ, a, b,m, n) |h|2


1 +

∑

|α|<m

(∫ 0

−b
‖fα‖0,B(3σ)dt

)1+ϑ
2

+

∫ 0

−b
|u|2m,B(3σ) dt



 ,
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Multiplying each term for ρ2µ and integrating respect to (−b∗,− 1
µ
) and applying

(9.3.5), we achieve

∫ − 1
µ

−b∗
ρ2µ dt

∫

B( 5
2
σ)

(
|fα|+ ‖D′′u‖2

)∥∥τi,−hDα
(
ψ2mτi,h u

)∥∥ dx ≤

≤ ν

4 c(K,m, n)

∫ − 1
µ

−b∗
ρ2µ dt

∫

B(2σ)

ψ2m ‖ τi,hD′′u ‖2 dx+

+c(ν,K, U, λ, σ, a, b,m, n)h2



1+

∑

|α|<m

(∫ 0

−b
‖fα‖0,B(3σ)dt

)1+ϑ
2

+

∫ − 1
µ

−b∗
|u|2m,B(3σ) dt



.

Taking into consideration the last inequality and the properties of the function ψ,

from (9.3.21) we deduce

∫ − 2
µ

−a
dt

∫

B(σ)

‖τi,hD′′u‖2 dx ≤

≤ c(ν,K, U, λ, σ, a, b,m, n)h2



1 +

∑

|α|<m

(∫ 0

−b
‖fα‖0,B(3σ)dt

)1+ϑ
2

+

∫ − 1
µ

−b∗
|u|2m,B(3σ) dt



+

+ c(ν,K, σ,m, n)

∫ − 1
µ

−b∗
dt

∫

B(2σ)

ψ2m ρ2µ ‖ τi,hD′ u ‖
2 ‖D′′u ‖2 dx.

From which, passing the limit µ→∞, we get

∫ 0

−a
dt

∫

B(σ)

‖τi,hD′′u‖2 dx ≤

≤ c(ν,K, λ, σ,m, n)h2



1 +

∑

|α|<m

(∫ 0

−b
‖fα‖0,B(3σ)dt

)1+ϑ
2

+

∫ 0

−b∗
|u|2m,B(3σ) dt



+

+ c(ν,K, σ,m, n)

∫ 0

−b∗
dt

∫

B(2σ)

ψ2mρ2µ ‖τi,hD′ u‖
2 ‖D′′u‖2 dx. (9.3.23)

Let us now estimate the last term in (9.3.23). Using Hölder inequality, applying

Theorem 7.2.2 (for p = 4, B(5
2
σ) instead of B(σ) and t = 4

5
) and formula (9.3.5), for
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Let us focus our attention on the last term, taking into account that from (9.3.4),

for

a. e. t ∈ (−b∗, 0), we have

u(·, t) ∈ Hm,4

(
B

(
5

2
σ

)
,RN

)

then using Hölder and Young inequalities, for every α such that |α| < m, for every

ε > 0, it follows

∫

B( 5
2
σ)

(|fα| + ‖D′′u‖2) ‖τi,−hDα
(
ψ2mτi,hu

)
‖ dx ≤

≤
(∫

B(3σ)

|h|−2
∥∥τi,−hDα

(
ψ2mτi,h u

)∥∥2
dx

) 1
2

(∫

B( 5
2
σ)

h2(|fα|+ ‖D′′u‖2)2dx
) 1

2

≤

≤ ε

2
|h|−2

∫

B(3σ)

∥∥τi,−hDα
(
ψ2mτi,h u

)∥∥2
dx + c(ε)h2

∫

B( 5
2
σ)

(|fα|2 + ‖D′′u‖4) dx.

Furthermore, for every α such that |α| < m, from Theorem 7.2.2 for every h ∈ R

with |h| < h0 and for every ε > 0, we have

ε

2
|h|−2

∫

B(3σ)

∥∥τi,−hDα
(
ψ2mτi,h u

)∥∥2
dx ≤ ε

2

∫

B( 7
2
σ)

∥∥D′′
(
ψ2mτi,h u

)∥∥2
dx ≤

≤ ε

∫

B(2σ)

ψ2m ‖ τi,hD′′u ‖2 dx + c(σ, ε)

∫

B(2σ)

‖ τi,hD′ u ‖2 dx ≤

≤ ε

∫

B(2σ)

ψ2m ‖ τi,hD′′u ‖2 dx + c(σ, ε)h2
∫

B(3σ)

‖D′′u‖2 dx

the last inequality follows, as before, applying Theorem 7.2.2 for p = 2. Let us now

choose ε = ν
4 c(K,m,n)

, it ensures

∫

B( 5
2
σ)

(
|fα|+ ‖D′′u‖2

)∥∥τi,−hDα
(
ψ2mτi,h u

)∥∥ dx ≤

≤ ν

4 c(K,m, n)

∫

B(2σ)

ψ2m ‖τi,hD′′u‖2dx

+c(ν,K, σ,m, n)h2
{∫

B(3σ)

|fα|2dx+|u|2m,B(3σ)+|u|
4
m,4,B( 5

2
σ)

}
. (9.3.22)
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Then, from (9.3.9) estimating the terms A,B,C,D and E, for every ε > 0, we have

ν

∫ − 1
µ

−b∗
dt

∫

B(2σ)

ψ2mρ2µ ‖τi,hD′′u‖
2
dx ≤

≤
{
3ε+ c(K,U,m, n)

(
|h|+ h2 + |h|λ + |h|2λ

)}∫ − 1
µ

−b∗
dt

∫

B(2σ)

ψ2mρ2µ ‖τi,hD′′u‖
2
dx+

+c(K, σ, a, b,m, n, ε)h2
∫ − 1

µ

−b∗
dt

∫

B(3σ)

(
1 + ‖D′′u‖2

)
dx+c(σ, a, b, n, )Kh2+

+ c(K, σ,m, n, ε)

∫ − 1
µ

−b∗
dt

∫

B(2σ)

ψ2mρ2µ ‖τi,hD′ u‖
2 ‖D′′u‖2 dx+

+ c(K,m, n)
∑

|α|<m

∫ − 1
µ

−b∗
ρ2µdt

∫

B( 5
2
σ)

(|fα|+ ‖D′′u‖2)‖τi,−hDα
(
ψ2mτi,hu

)
‖ dx. (9.3.20)

We observe that the function

h −→ c(K,U, σ,m, n)
(
|h|+ h2 + |h|λ + |h|2λ

)

is continuous in the origin, then ∃h0(ν,K, U, λ, σ,m, n), 0 < h0 < min{1, σ
2
}, such

that for every |h| < h0, we have

c(K,U, σ,m, n)
(
|h|+ h2 + |h|λ + |h|2λ

)
<
ν

4
.

For each integer i = 1, . . . , n , for ε = ν
12

and every h such that |h| < h0(< 1), it

follows

ν

2

∫ − 1
µ

−b∗
dt

∫

B(2σ)

ψ2mρ2µ ‖τi,hD′′u‖
2
dx ≤

≤ c(ν,K, σ, a, b,m, n) |h|2
∫ − 1

µ

−b∗
dt

∫

B(3σ)

(
1 + ‖D′′u‖2

)
dx +

+ c(ν,K, σ,m, n)

∫ − 1
µ

−b∗
dt

∫

B(2σ)

ψ2mρ2µ ‖τi,hD′ u‖
2 ‖D′′u‖2 dx +

+ c(K,m, n)
∑

|α|<m

∫ − 1
µ

−b∗
ρ2µdt

∫

B( 5
2
σ)

(|fα| + ‖D′′u‖2) ‖τi,−hDα
(
ψ2mτi,hu

)
‖dx.

(9.3.21)
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The term B can be estimated, for every ε > 0, as follows

|B| ≤
{
ε+ c(K,U,m, n)

(
|h|λ + |h|2λ

)}∫ − 1
µ

−b
dt

∫

B(2σ)

ψ2mρ2µ ‖τi,hD′′u‖
2
dx+

+ c(K, σ,m, n, ε)h2
∫ − 1

µ

−b
dt

∫

B(3σ)

‖D′′u‖2 dx+

+ c(K,m, n, ε)

∫ − 1
µ

−b
dt

∫

B(2σ)

ψ2mρ2µ ‖τi,hD′u‖
2 ‖D′′u‖2 dx. (9.3.16)

Let us consider the term C, for every ε > 0, we have

|C| ≤
{
ε+ c(K,m, n)

(
h2 + |h|

)} ∫ − 1
µ

−b
dt

∫

B(2σ)

ψ2mρ2µ ‖τi,hD′′u‖
2
dx+

+ c(K, σ,m, n, ε)h2
∫ − 1

µ

−b
dt

∫

B(3σ)

(
1 + ‖D′′u‖2

)
dx.

To estimate the term D, we firstly observe that

(ρ′µρµ)(t)





= 0 if t ≤ −b, −a ≤ t ≤ − 2
µ
, t ≥ − 1

µ

≤ 1
b−a if − b ≤ t ≤ −a

≤ 0 if − 2
µ
≤ t ≤ − 1

µ

(9.3.17)

then, using Theorem 7.2.2, we obtain

D =

∫

Q

ψ2m ρ′µ ρµ ‖τi,h u‖2 dX =

=

∫ −a

−b
dt

∫

B(2σ)

ψ2mρ′µρµ‖τi,hu‖2dx+
∫ − 1

µ

− 2
µ

dt

∫

B(2σ)

ψ2mρ′µρµ‖τi,hu‖2dx≤

≤ 1

b − a

∫ −a

−b
dt

∫

B(2σ)

‖τi,hu‖2 dx ≤
h2

b− a

∫ −a

−b
dt

∫

B(3σ)

‖Diu‖2dx.

(9.3.18)

Finally, using (P.3) condition, the term E can be expressed as follows

|E| ≤ c(K,m, n)
∑

|α|<m

∫ − 1
µ

−b
ρ2µ dt

∫

B( 5
2
σ)

(|fα|+ ‖D′′u‖2)‖τi,−hDα
(
ψ2mτi,hu

)
‖ dx.

(9.3.19)
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we have

ν

∫ − 1
µ

−b
dt

∫

B(2σ)

ψ2mρ2µ ‖τi,hD′′u‖
2
dx = ν

∫ − 1
µ

−b
dt

∫

B(2σ)

ψ2mρ2µ

∑

|α|=m

‖τi,hDαu‖2 dx≤

≤
∫

Q

ψ2mρµ
∑

|α|=|β|=m

N∑

k=1

((
τi,hD

βuk(X)
) ∂̃aα
∂p

β
k

∣∣∣∣ ρµ τi,hD
αu

)
dX ≤

≤ A+B+C +D+E,

(9.3.9)

where

A=−
∑

|α|=|β|=m

∑

γ<α

N∑

k=1

∫

Q

cαγ(ψ)ψ
mρ2µ

((
τi,hD

βuk(X)
) ∂̃aα
∂p

β
k

∣∣∣∣(τi,hD
γu)(X)

)
dX,

(9.3.10)

B = −
∑

|α|=m

∑

|β|<m

N∑

k=1

∫

Q

((
τi,hD

βuk(X)
) ∂̃aα
∂p

β
k

∣∣∣∣D
α
(
ψ2mρ2µτi,hu(X)

))
dX, (9.3.11)

C = −h
∑

|α|=m

∫

Q

(
∂̃aα

∂xi

∣∣∣∣D
α
(
ψ2m ρ2µ τi,hu)(X)

))
dX, (9.3.12)

D =

∫

Q

ψ2m ρ′µ ρµ ‖ τi,h u ‖2 dX, (9.3.13)

E = −
∑

|α|<m

∫

Q

(
aα (X,Du) |τi,−hDα

(
ψ2mρ2µτi,hu

))
dX. (9.3.14)

We observe that, for every ε > 0, we have

|A| ≤ ε

∫ − 1
µ

−b
dt

∫

B(2σ)

ψ2mρ2µ ‖τi,hD′′u‖
2
dx+c(K, σ,m, n, ε)h2

∫ − 1
µ

−b
dt

∫

B(3σ)

(
1 + ‖D′′u‖2

)
dx.

(9.3.15)
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Then, equality (9.3.8) becomes

∫

Q

∑

|α|=m

(
h
∂̃aα

∂xi
+

∑

|β|≤m

N∑

k=1

(
τi,hD

βuk(X)
) ∂̃aα
∂p

β
k

∣∣∣∣D
α
(
ψ2mρµ [(ρµτi,hu) ∗ gs]

))
dX =

=

∫

Q

ψ2mρ′µ (τi,hu|(ρµτi,hu)∗gs) dX+

∫

Q

(
τi,hu|ψ2mρµ [(ρµτi,hu) ∗ gs]′

)
dX−

∑

|α|<m

∫

Q

(
aα (X,Du) |τi,−hDα

{
ψ2mρµ [(ρµτi,hu)∗gs]

})
dX.

Taking into account, for α : |α| = m, that

Dα
(
ψ2mρµ [(ρµτi,hu) ∗ gs]

)
= ψ2mρµ [(ρµτi,hD

αu) ∗ gs]+ψmρµ
∑

γ<α

cαγ(ψ) [(ρµτi,hD
γu) ∗ gs]

where

|cαγ(ψ)| ≤
c(m,n)

σm−|γ| ,

we obtain

∫

Q

ψ2mρµ
∑

|α|=|β|=m

N∑

k=1

((
τi,hD

βuk(X)
) ∂̃aα
∂p

β
k

∣∣∣∣ (ρµ τi,hD
αu) ∗ gs

)
dX =

= −
∑

|α|=|β|=m

∑

γ<α

N∑

k=1

∫

Q

((
τi,hD

βuk(X)
) ∂̃aα
∂p

β
k

∣∣∣∣ψ
mρµcαγ(ψ) [(ρµτi,hD

γu) ∗ gs]
)
dX−

−
∑

|α|=m

∑

|β|<m

N∑

k=1

∫

Q

((
τi,hD

β uk(X)
) ∂̃aα
∂p

β
k

∣∣∣∣D
α
(
ψ2m ρµ [ (ρµ τi,hu) ∗ gs ]

))
dX−

− h
∑

|α|=m

∫

Q

(
∂̃aα

∂xi

∣∣∣∣D
α
(
ψ2mρµ [(ρµτi,hu) ∗ gs]

))
dX+

∫

Q

ψ2mρ′µ (τi,hu|(ρµτi,hu)∗gs) dX+

+

∫

Q

(
τi,hu|ψ2mρµ [(ρµτi,hu) ∗ g′s]

)
dX−

∑

|α|<m

∫

Q

(
aα (X,Du) |τi,−hDα

{
ψ2mρµ [(ρµτi,hu) ∗ gs]

})
dX.

For s → +∞, using ellipticity condition (3.6), symmetry hypothesis, convolution

property of gs and that

lim
s→+∞

∫

Q

(
τi,hu|ψ2mρµ [(ρµτi,hu) ∗ g′s]

)
dX = 0,
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Let i be a positive integer, i ≤ n, and h a real number such that |h| < σ
2
. For every

µ> 2
a
and for every s > max{µ, 1

T−b} let us define the following “test function”

ϕ(X) = τi,−h
{
ψ2mρµ [(ρµτi,hu) ∗ gs]

}
, ∀X = (x, t) ∈ Q. (9.3.7)

Substituting in (9.2.1) the above defined function ϕ, we have

∫

Q

∑

|α|=m

(
τi,ha

α (X,Du) |Dα
(
ψ2mρµ [(ρµτi,hu) ∗ gs]

))
dX =

=

∫

Q

(
τi,hu|ψ2m{ρµ [(ρµτi,hu) ∗ gs]}′

)
dX−

−
∑

|α|<m

∫

Q

(
aα (X,Du) |τi,−hDα

{
ψ2mρµ [(ρµτi,hu) ∗ gs]

})
dX.

(9.3.8)

For every α : |α| = m and a. e. X = (x, t) ∈ Q, we have

τi,h a
α (X,Du(X)) = aα

(
x+ hei, t, Du(x+ hei, t)

)
− aα (X,Du(X)) =

=

∫ 1

0

d

dη
aα

(
x+ ηhei, t, Du(X) + η τi,hDu(X)

)
dη =

= h

∫ 1

0

∂

∂xi
aα

(
x+ ηhei, t, Du(X) + η τi,hDu(X)

)
dη+

+
∑

|β|≤m

N∑

k=1

(
τi,hD

βuk(X)
)∫ 1

0

∂

∂p
β
k

aα
(
x+ηhei, t, Du(X)+ητi,hDu(X)

)
dη=

= h
∂̃aα

∂xi
+

∑

|β|≤m

N∑

k=1

(
τi,hD

βuk(X)
) ∂̃aα
∂p

β
k

,

where, if b = b(X, p), for simplicity of notation, we set

b̃(X) =

∫ 1

0

b
(
x+ ηhei, t, Du(X) + η τi,hDu(X)

)
dη.
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then, using (9.3.1), written with θ = 1− λ
2
, and (9.3.2)–(9.3.4), we have

∫ 0

−b∗
‖u‖4

m,4,B( 5
2
σ) dt ≤ c(σ)

∫ 0

−b∗
‖u‖4

m,4+ 4λ
n−λ

,B( 5
2
σ) dt ≤

≤ c(θ, λ, σ,m, n)

∫ 0

−b∗
‖D′′u‖2

1−λ
2
,B( 5

2
σ) ‖u‖

2
Cm−1,λ(B( 5

2
σ),RN )

dt ≤

≤ c(ν,K, U, λ, σ,m, n)



1+

∑

|α|<m

(∫ 0

−b
‖fα‖0,B(3σ) dt

) 1+ϑ
2

+

∫ 0

−b
|u|2m,B(3σ) dt



,

(9.3.5)

then it follows the requested inequality (9.2.3).

Proof. Let us fix B(3σ) = B(x0, 3σ) ⊂⊂ Ω, a, b ∈ (0, T ) with a < b and h ∈ R such

that |h| < σ
2
, set b∗ = a+b

2
and let ψ(x) ∈ C∞0 (Rn) a real function satisfying the

following properties 0 ≤ ψ ≤ 1 in R
n, ψ = 1 in B(σ), ψ = 0 in R

n \B(2σ), ‖Dψ‖ ≤ c
σ

in R
n.

Let us also define the function ρµ(t), for µ >
2
a
, µ integer, the following real function

ρµ(t) =





1 if − a ≤ t ≤ − 2
µ

0 if t ≤ −b and t ≥ − 1
µ

t+b
b−a if − b < t < −a

−(µt+ 1) if − 2
µ
< t < − 1

µ
.

(9.3.6)

Moreover set {gs(t)} the sequence of symmetric regularizing functions such that

gs(t) ∈ C∞0 (R), gs(t) ≥ 0, gs(t) = gs(−t),

supp gs ⊂
[
−1

s
,
1

s

]
,

∫

R

gs(t) dt = 1.



133

and

∫ 0

−b∗
|D′′u|2ϑ,B( 5

2
σ) dt ≤

≤ c(ν,K, U, ϑ, λ, σ, a, b,m, n)



1 +

∑

|α|<m

(∫ 0

−b
‖fα‖0,B(3σ)dt

) 1+ϑ
2

+

∫ 0

−b∗
|u|2m,B(3σ) dt



.

(9.3.1)

Hence, we remark that u ∈ Cm−1,λ(Ω,RN), then, it results, for a. e. t ∈ (−b∗, 0),

u(x, t) ∈ Hm+ϑ

(
B

(
5

2
σ

)
,RN

)
∩Cm−1,λ

(
B

(
5

2
σ

)
,RN

)
, ∀ 0 < ϑ < 1, ∀B(3σ) ⊂⊂ Ω.

Then, from Theorem 7.2.4 with Ω = B
(
5
2
σ
)
, 1 − λ < θ < 1, for δ = 1

2
, and for

a.e. t ∈ (−b∗, 0) :
u(x, t) ∈ Hm,p

(
B

(
5

2
σ

)
,RN

)
,

and there exists a constant c = c(θ, λ, σ,m, n) such that

‖u‖
m,p,B( 5

2
σ) ≤ c‖u‖

1
2

m+θ,B( 5
2
σ)
‖u‖

1
2

Cm−1,λ(B( 5
2
σ),RN )

,

where p = 4 + 8(θ+λ−1)
n−2(θ+λ−1) > 4.

The choice θ = 1− λ
2
(> 1− λ) ensures that for a. e. t ∈ (−b∗, 0) we have

u(x, t) ∈ Hm,p

(
B

(
5

2
σ

)
,RN

)
, with p = 4 +

4λ

n− λ
, ∀B(3σ) ⊂⊂ Ω. (9.3.2)

and

‖u‖
m,p,B( 5

2
σ) ≤ c(θ, λ, σ,m, n)‖u‖

1
2

m+1−λ
2
,B( 5

2
σ)
‖u‖

1
2

Cm−1,λ(B( 5
2
σ),RN )

, (9.3.3)

where p = 4 + 4λ
n−λ > 4.

Then we have, for a. e. t ∈ (−b∗, 0), the following inclusion between Sobolev

spaces

u(x, t) ∈ Hm,p

(
B

(
5

2
σ

)
,RN

)
⊂⊂ Hm,4

(
B

(
5

2
σ

)
,RN

)
(9.3.4)
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and the following estimate holds

∫ 0

−a
‖u‖4m,4,B(σ)dt≤c(ν,K, U, λ, σ, a, b,m, n)



1+

∑

|α|<m

(∫ 0

−b
‖fα‖0,B(3σ) dt

)1+ϑ
2

+

∫ 0

−b
|u|2m,B(3σ)dt





(9.2.3)

where K = supQ ‖D′u‖ and U = ‖u‖Cm−1,λ(Q,̃RN ).

Theorem 9.2.2. (main result). If u ∈ L2(−T, 0, Hm(Ω,RN)) ∩ Cm−1,λ(Q,RN),

0<λ< 1, is a weak solution of the system (6) and if the assumptions (P.1) – (3.6)

hold, then ∀B(3σ) = B(x0, 3σ) ⊂⊂ Ω, ∀a, b ∈ (0, T ), a < b it results

u ∈ L2(−a, 0, Hm+1(B(σ),RN)) ∩H1(−a, 0, L2(B(σ),RN)) (9.2.4)

and the following estimate holds

∫ 0

−a

{
|u|2m+1,B(σ) +

∣∣∣∣
∂u

∂t

∣∣∣∣
2

0,B(σ)

}
dt ≤

≤ c(ν,K, U, λ, σ, a, b,m, n)



1 +

∑

|α|<m

(∫ 0

−b
‖fα‖0,B(3σ)dt

)2

+

∫ 0

−b
|u|2m,B(3σ)dt





(9.2.5)

where K = supQ ‖D′u‖ and U = ‖u‖Cm−1,λ(Q,RN ).

9.3 Proofs of the main results

Proof. Let us observe that, using Theorem 2.III in [11], for every 0 < ϑ < 1 and

b∗ = a+b
2
, we have

u ∈ L2

(
−b∗, 0, Hm+ϑ

(
B

(
5

2
σ

)
,RN

))
,
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we have

‖aα‖+
n∑

r=1

∥∥∥∥
∂ aα

∂ xr

∥∥∥∥+
N∑

k=1

∑

|β|<m

∥∥∥∥∥
∂ aα

∂ p
β
k

∥∥∥∥∥ ≤M(K) (1 + ‖p′′‖) ,

N∑

k=1

∑

|β|=m

∥∥∥∥∥
∂ aα

∂ p
β
k

∥∥∥∥∥ ≤M(K);

(3.6) ∃ ν = ν(K) > 0 such that:

N∑

h,k=1

∑

|α|=|β|=m

∂ aαh(X, p)

∂ p
β
k

ξαh ξ
β
k ≥ ν(K)

∑

|β|=m

∥∥ξβ
∥∥2

N
= ν‖ξ‖2 ,

for every ξ = ( ξα ) ∈ R′′ and for every (X, p) ∈ Q×R, with ‖p′‖ ≤ K .

If the coefficients aα satisfy condition (3.6) we say that the system (6) is strictly

elliptic in Ω.

9.2 Main results

We say a function u ∈ L2(−T, 0, Hm(Ω,RN)∩Cm−1,λ(Q,RN), N positive integer and

0 < λ < 1, weak solution in Q to the nonlinear parabolic system of order 2m

∑

|α|≤m
(−1)|α|Dα aα (X,Du) +

∂ u

∂ t
= 0

if

∫

Q

{ ∑

|α|≤m
(aα(X,Du)|Dαϕ) −

(
u|∂ ϕ
∂ t

)}
dX = 0, ∀ϕ ∈ C∞0 (Q,RN). (9.2.1)

Theorem 9.2.1.. If u ∈ L2(−T, 0, Hm(Ω,RN)) ∩ Cm−1,λ(Q,RN), 0 < λ < 1, is

a weak solution of the system (6) and if the assumptions (P.1) – (3.6) hold, then

∀B(3σ) = B(x0, 3σ) ⊂⊂ Ω, ∀a, b ∈ (0, T ), a < b, it results

u ∈ L4(−a, 0, Hm,4(B(σ),RN)) (9.2.2)
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and p = {pα}|α|≤m, pα ∈ R
N , the generic point of R. If p ∈ R, we set p = (p′, p′′)

where p′ = {pα}|α|<m ∈ R′ =
∏
|α|<m R

N
α , p

′′ = {pα}|α|=m ∈ R′′ =
∏
|α|=m R

N
α , and

‖p‖2 =
∑

|α|≤m
‖pα‖2N , ‖p′‖2 =

∑

|α|<m

‖pα‖2N , ‖p′′‖2 =
∑

|α|=m

‖pα‖2N .

We consider, as usual,

Di =
∂

∂xi
, i = 1, . . . , n; Dα = Dα1

1 Dα2
2 . . . Dαn

n ;

Du = {Dαu}|α|≤m, D′u = {Dαu}|α|<m, D′′u = {Dαu}|α|=m.

Let us consider the following differential nonlinear variational parabolic system of

order 2m :
∑

|α|≤m
(−1)|α|Dα aα (X,Du) +

∂ u

∂ t
= 0 (9.1.1)

where aα(X, p) = aα(X, p′, p′′) are functions of Λ = Q × R in R
N , satisfying the

following conditions:

(P.1) for every α : |α| < m and every p ∈ R, the function X −→ aα(X, p), defined in

Q having values in R
N , is measurable in X;

(P.2) for every α : |α| < m and every X ∈ Q, the function p −→ aα(X, p), defined in

R having values in R
N , is continuous in p;

(P.3) for every α : |α| < m and every (X, p) ∈ Λ, such that ‖p′‖ ≤ K, we have

‖aα(X, p)‖ ≤M(K)
(
|fα(X)|+ ‖p′′‖2

)
,

where fα ∈ L2(Q);

(P.4) for every α : |α| = m, the function aα(X, p′, p′′), defined in Q×R having values

in R
N, are of class C1 in Q×R and, for every (X, p′, p′′) ∈ Q×R with ‖p′‖ ≤ K,



Chapter 9

Nonlinear parabolic systems

In this chapter, we investigate differentiability of the solutions of nonlinear parabolic

systems of order 2m in divergence form of the following type

∑

|α|≤m
(−1)|α|Dα aα (X,Du) +

∂ u

∂ t
= 0.

The results are achieved inspired by the papers [23] and [25]. This chapter can be

viewed as a continuation of the study of regularity properties for solutions of elliptic

systems started in [15] and continued in [16] and [18], and also as a generalization of

the paper [7] where regularity properties of the solutions of nonlinear elliptic systems

of order 2m with quadratic growth are reached.

9.1 Problem formulation

Let us set m,N positive integers, α = (α1, . . . , αn) a multi-index and |α| = α1 +

. . .+ αn the order of α. We denote by R the Cartesian product

R =
∏

|α|≤m
R

N
α

129
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where K = sup
Ω

‖D′u‖.
Therefore, because we are exactly in the same situation studied in n. 3 Chapt. IV of

[4], we get the conclusion.
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and, ∀α : |α| = m,

Gαs(x,Du) = −∂a
α(x,Du)

∂xs
−

∑

|β|<m

N∑

k=1

(DsD
βuk)

∂aα(x,Du)

∂p
β
k

. (8.4.4)

Let us also assume in (8.4.2) θ = Dsϕ with ϕ ∈ C∞0 (Ω0,R
N), summing from 1 to

n respect to s, we gain that the function u ∈ Hm+1(Ω0,R
N) ∩ Cm−1,λ(Ω0,R

N) is

solution of the following quasilinear system of order 2 (m+ 1)

∫

Ω0

∑

|α|=|β|=m

n∑

r,s=1

(
Bαr,βs(x,Du)DsD

β u|DrD
α ϕ

)
dx =

=

∫

Ω0

∑

|α|=m

n∑

s=1

(Gαs(x,Du) + δαs
∑

|β|<m

aβ(x,Du)|Dβ Dsϕ) dx , ∀ϕ ∈ C∞0 (Ω0,R
N)

(8.4.5)

where

Bαrβs = δrsAαβ . (8.4.6)

We point out that system (8.1.1) is strictly monotone but, because of aα ∈ C1(Ω×
R,RN), for |α| = m, this condition is equivalent to that of strict ellipticity. Let us

prove that the same is also true of system (8.4.5) with the same ellipticity constant

ν. Indeed, thanks to (8.4.6) and (8.4.3), for every system {ηαs}α,s=1,2,...,n of vectors of

R
N , we have

∑

|α|=|β|=m

n∑

r,s=1

(
Bαr,βs η

βs| ηαr
)
=

n∑

s=1

∑

|α|=|β|=m

(
Aαβ η

βs| ηαs
)
=

=
n∑

s=1

∑

|α|=|β|=m

N∑

h,k=1

Ahk
αβ η

βs
h ηαsk =

n∑

s=1

∑

|α|=|β|=m

N∑

h,k=1

∂aαh

∂p
β
k

η
βs
h ηαsk ≥ ν

n∑

s=1

∑

|α|=m

‖ηαs‖2N .

Moreover from the hypotheses (E.3) and (E.4) it follows

‖Gαs + δαs
∑

|β|<m

aβ(x,Du)‖ ≤ c(K){1 +
∑

|α|<m

|fα|+ ‖D′′u‖2},
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m.

Theorem 8.4.1. Let u ∈ Hm(Ω,RN) ∩ Cm−1,λ(Ω,RN), 0 < λ < 1, a weak solution

of the system (8.1.1), are true the hypotheses (E.1), (E.2), (E.4), (E.5), (E.3) for

fα ∈ L 2n
n−2λ (Ω), |α| < m, and aα(x,Du) ∈ C1(Ω×R,RN) for |α| = m, . Then, there

exists a closed set Ω0 ⊂ Ω, such that

Hn−q(Ω0) = 0 for a number q > 2, u ∈ Cm,γ(Ω \ Ω0,R
N) for a suitable γ ∈ (0, 1) ,

where Hn−q(Ω0) is the (n− q)-dimensional Hausdorff measure of Ω0.

Proof. of Theorem 4.1. Let us fix a positive number s, s ≤ n, and assume in the

definition of weak solution (9.2.1) ϕ = Ds θ, for θ ∈ C∞0 (Ω0,R
N), Ω0 ⊂⊂ Ω, we have

∫

Ω0

∑

|α|≤m
(Ds a

α(x,Du)|Dαθ) dx = 0, ∀ θ ∈ C∞0 (Ω0,R
N) . (8.4.1)

we can write the derivatives:

Ds a
α(x,Du) =

∂aα

∂xs
+

∑

|β|<m

N∑

k=1

(DsD
β uk)

∂aα

∂p
β
k

+
∑

|β|=m

N∑

k=1

(DsD
β uk)

∂aα

∂p
β
k

.

Applying the previous theorem we have that u ∈ Hm+1
loc (Ω,RN), thus we are able

to write (8.4.1) as follows

∫

Ω0

∑

|α|=|β|=m

(
Aαβ(x,Du)DsD

β u|Dα θ
)
dx =

=

∫

Ω0

{
∑

|α|=m

(Gα,s(x,Du)|Dαθ)−
∑

|α|<m

(aα(x,Du)|DαDsθ)}dx, ∀θ ∈ C∞0 (Ω0,R
N)

(8.4.2)

where ∀α, β : |α| = |β| = m,

Aαβ = {Ahk
αβ} , Ahk

αβ =
∂aαh(x,Du)

∂p
β
k

, h, k = 1, . . . , N (8.4.3)
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Let us now estimate the last term using the Hölder inequality

∫

Q(2σ)

‖τi,hD′u‖2 ‖D′′u‖2 dx ≤
(∫

Q(2σ)

‖τi,hD′u‖4 dx
) 1

2
(∫

Q(2σ)

‖D′′u‖4 dx
) 1

2

,

Then, applying Theorem 7.2.2 (for p = 4, Q(5
2
σ) instead of Q(σ) and t = 4

5
), for

every |h| < h0, it follows
∫

Q(2σ)

‖τi,hD′u‖2 ‖D′′u‖2 dx ≤ h2 ‖D′′u‖20,4,Q( 5
2
σ) ‖D′′u‖

2
0,4,Q(2σ) ≤ h2 |u|4m,4,Q(3σ) .

(8.3.52)

From (8.3.51) and (8.3.52), for every i (1 ≤ i ≤ n) and every |h| < h0, we gain the

following estimate
∫

Q(σ)

‖τi,hD′′u‖2 dx ≤ c(ν,K, σ,m, n)h2{1+(
∑

|α|<m

‖fα‖0,Q(3σ))
2+|u|2m,Q(3σ)+|u|

4
m,4,Q(3σ)}.

If h0 ≤ |h| < σ
2
, as in (8.3.19), we have that

∫

Q(σ)

‖τi,hD′′u‖2 dx≤4

∫

Q(3σ)

‖D′′u‖2dx≤4
h2

h20

∫

Q(3σ)

‖D′′u‖2dx≤ c(ν,K, U, λ, σ,m, n)h2|u|2m,Q(3σ)≤

≤ c(ν,K, U, λ, σ, n)h2 { 1+(
∑

|α|<m

‖fα‖0,Q(3σ))
2+|u|2m,Q(3σ)+|u|

4
m,4,Q(3σ) }, ∀i = 1, 2, . . . , n .

It is then proved, for every |h| < σ
2
and every i ∈ {1, 2, . . . , n} , that

∫

Q(σ)

‖τi,hD′′u‖2 dx ≤ c(ν,K, U, λ, σ,m, n)h2{1+(
∑

|α|<m

‖fα‖0,Q(3σ))
2+|u|2m,Q(3σ)+|u|

4
m,4,Q(3σ)},

applying Theorem 7.2.1, it follows (8.2.9) and (8.2.10).

8.4 . Partial Hölder continuity of higher order deriva-

tives

As application of the previous differentiability properties for solutions of system

(8.1.1) we have the following result of partial Hölder continuity of derivatives of order
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Exploiting Theorem 8.2.3 we can achieve that u ∈ Hm,4
loc (Ω,RN), then we can estimate

the last term as follows

∑

|α|<m

∫

Q(3σ)

(|fα|+ ‖D′′u‖2)
∥∥τi,−hDα

(
ψ2mτi,h u

)∥∥ dx ≤

≤
∑

|α|<m

(

∫

Q(3σ)

|h|−2
∥∥τi,−hDα

(
ψ2mτi,h u

)∥∥2
dx)

1
2 (

∫

Q(3σ)

h2(|fα|+ ‖D′′u‖2)2 dx) 1
2 ≤

≤ ε

2
|h|−2

∑

|α|<m

∫

Q(3σ)

∥∥τi,−hDα
(
ψ2mτi,h u

)∥∥2
dx + c(ε)h2

∑

|α|<m

∫

Q(3σ)

(|fα|2 + ‖D′′u‖4) dx .

Furthermore, from Theorem 7.2.2 (for p = 2, Q(7
2
σ) instead of Q(σ) and t = 6

7
), for

every h ∈ R con |h| < h0 and every ε > 0, we have

ε

2
|h|−2

∫

Q(3σ)

∥∥τi,−hDα
(
ψ2mτi,h u

)∥∥2
dx ≤ ε

2

∫

Q( 7
2
σ)

∥∥D′′
(
ψ2mτi,h u

)∥∥2
dx ≤

≤ ε

∫

Q(2σ)

ψ2m ‖ τi,hD′′u ‖2 dx + c(σ, ε)

∫

Q(2σ)

‖ τi,hD′u ‖2 dx ≤

≤ ε

∫

Q(2σ)

ψ2m ‖ τi,hD′′u ‖2 dx + c(σ, ε)h2
∫

Q(3σ)

‖D′′u‖2 dx.

the last inequality follows, as before, applying Theorem 7.2.2 (for p = 2, Q(3σ) instead

of Q(σ) and t = 2
3
). Let us now choose ε = ν

4 c(K)
, it ensure

∑

|α|<m

∫

Q(3σ)

(
|fα|+ ‖D′′u‖2

)∥∥τi,−hDα
(
ψ2mτi,h u

)∥∥ dx ≤

≤ ν

4c(K)

∫

Q(2σ)

ψ2m ‖τi,hD′′u‖2 dx+ c(ν,K, σ,m)h2



(

∑

|α|<m

‖fα‖0,Q(3σ))
2 + |u|2m,Q(3σ) + |u|

4
m,4,Q(3σ)



 .

Taking into consideration the last inequality and the properties of the function ψ,

from (8.3.50) we deduce

∫

Q(σ)

‖τi,hD′′u‖2 dx≤c(ν,K, σ,m, n)h2{1+(
∑

|α|<m

‖fα‖0,Q(3σ))
2+|u|2m,Q(3σ)+|u|

4
m,4,Q(3σ)}+

+ c(ν,K, σ, n)

∫

Q(2σ)

‖τi,hD′u‖2 ‖D′′u‖2 dx . (8.3.51)
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we assure that ϑ∗ ∈ (0, 1) exists and is such that 2(1+ϑ∗)n
n−2ϑ∗λ > 4. Let us set p∗ in(

4, 2(1+ϑ∗)n
n−2ϑ∗λ

)
, from (9.3.2), we have

u ∈ Hm,p∗(Q(σ),RN) , ∀Q(σ) ⊂⊂ Ω

from which, because of p∗ > 4, it follows

u ∈ Hm,4(Q(σ),RN) . (8.3.49)

We end the conclusion remarking that (8.3.49) is true for every Q(σ) ⊂⊂ Ω.

8.3.2 Proof of local differentiability result in Hm+1 space

Proof. of Theorem 3.4. Let us consider ψ(x) ∈ C∞0 (Rn) the cut-off function

above defined in (8.3.1), Q(4σ) ⊂⊂ Ω a generic cube, i ≤ n a positive integer and h

a real number such that |h| < σ
2
. Carrying on as in the proof of Theorem 8.2.1, we

obtain

ν

2

∫

Q(2σ)

ψ2m‖τi,hD′′u‖2 dx≤c(ν,K, σ,m, n)h2
∫

Q(3σ)

(
1 + ‖D′′u‖2

)
dx+

+ c(ν,K, σ,m, n)

∫

Q(2σ)

‖τi,hD′u‖2 ‖D′′u‖2 dx+

+c(K)
∑

|α|<m

∫

Q(3σ)

(|fα|+‖D′′u‖2)
∥∥τi,−hDα

(
ψ2mτi,hu

)∥∥dx.

(8.3.50)
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and we reach the inequality

|D′′u|2ϑi,Q(4−iρ) ≤ c(ν,K, U, ϑ, λ, ρ,m, n)(1 + (
∑

|α|<m

‖fα‖0, 2n
n−2λ

,Q(4ρ))
1+ϑi−1 + |u|2m,Q(4ρ)).

(8.3.47)

Let us fix arbitrarily x0 ∈ Ω, Q(σ) = Q(x0, σ) ⊂⊂ Q(σ0) = Q(x0, σ0) ⊂⊂ Ω and

assume ρ = σ0−σ
8
. The set of cubes

F =
{
Q(y0, 4−i−1ρ), y0 ∈ Q(σ)

}

is an open cover of Q(σ), let us then extract the finite cover

Q(y(1), 4−i−1ρ) , Q(y(2), 4−i−1ρ) , . . . , Q(y(t), 4−i−1ρ).

After that, set Ωk = Q(y(k), 4−i−1ρ) ∩Q(σ), k = 1, 2, . . . , t,

t⋃

k=1

Ωk = Q(σ), Q(y(k), 4ρ) ⊂⊂ Q(σ0) ⊂⊂ Ω , ∀k = 1, 2, . . . , t ,

from (8.3.47) and Theorem 7.1.6 (if Ω = Q(σ), ϑ = ϑi and σ = 3ρ
4i+1 ), we have

|D′′u|2ϑi,Q(σ)≤ c(ν,K, U, ϑ, λ, σ, σ0,m, n){1+(
∑

|α|<m

‖fα‖0, 2n
n−2λ

,Q(σ0)
)1+ϑi−1 + |u|2m,Q(σ0)

}

we gain (8.2.6) and (9.3.1) bearing in mind that ϑi−1 < ϑ ≤ ϑi.

To prove (8.2.8) we remark that u ∈ Cm−1,λ(Ω,RN), then

u ∈ Hm+ϑ(Q(σ),RN) ∩ Cm−1,λ(Q(σ),RN), ∀ 0 < ϑ < 1, ∀Q(σ) ⊂⊂ Ω.

In addition, Theorem 7.1.7 ensures that

u ∈ Hm,p(Q(σ),RN), ∀ 1 ≤ p <
2(1 + ϑ)n

n− 2ϑλ
, ∀ 0 < ϑ < 1, ∀Q(σ) ⊂⊂ Ω.

(8.3.48)

and observing that

lim
ϑ→1−

2(1 + ϑ)n

n− 2ϑλ
=

4n

n− 2λ
> 4 ,
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i) ϑs = 1− (1− ϑ0)
s+1 ;

ii) 0 < ϑs < ϑs+1 < 1 ;

iii) ϑs+1 − ϑs = ϑ0(1− ϑ0)
s+1 ;

iv) ϑs+1 < ϑs +
λ
2
(1− ϑs) ;

v) qs =
2(1+ϑs)n
n−2ϑsλ

< 4n
n−2λ .

It ensure that fα ∈ L qs
2 (Ω), for every s = 0, 1, 2, . . . and every α such that |α| < m.

Due to lim
s→+∞

ϑs = 1, fixing arbitrarily ϑ ∈ (ϑ0, 1) exists a positive integer i = i(ϑ, λ)

such that ϑi−1 < ϑ ≤ ϑi < 1.

Additionally, from Theorem 8.2.1 we deduce

u ∈ Hm+ϑ0(Q(4ρ),RN) ∩ Cm−1,λ(Q(4ρ),RN), ∀Q(4ρ) ⊂⊂ Ω

and

|D′′u|2ϑ0,Q(ρ) ≤ c(ν,K, U, λ, ρ,m, n)(1 +
∑

|α|<m

‖fα‖0, 2n
n−2λ

,Q(4ρ) + |u|
2
m,Q(4ρ)). (8.3.45)

Exploiting Theorem 8.2.2 for ϑ = ϑ0 q = q0 , ϑ
′ = ϑ1 and Ω = Q(4ρ), as well as iv)

and v) for s = 0, we have

u ∈ Hm+ϑ1(Q(ρ),RN) ∩ Cm−1,λ(Q(ρ),RN)

and

|D′′u|2ϑ1,Q(4−1ρ) ≤c(ν,K, U, λ, ρ,m, n)(1 +(
∑

|α|<m

‖fα‖0, q0
2
,Q(ρ))

1+ϑ0+|u|2m,Q(ρ)+|D′′u|
2
ϑ0,Q(ρ))≤

≤c(ν,K, U, λ, ρ,m, n) ( 1 + (
∑

|α|<m

‖fα‖0, 2n
n−2λ

,Q(4ρ))
1+ϑ0 + |u|2m,Q(4ρ) ).

making use i times of Theorem 8.2.2 we establish, ∀Q(4ρ) ⊂⊂ Ω , so that

u ∈ Hm+ϑi(Q(4−i+1ρ),RN) (8.3.46)
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then, for every h : 0 < |h| < 2σ is integrable in [−2σ, 2σ] the second member of

n∑

i=1

1

|h|1+2ϑ′

∫

Q(σ)

‖τi,hD′′u‖2 dx ≤ c(ν,K, U, ϑ, λ,m, n, σ)·

· {1+(
∑

|α|<m

‖fα‖0, q
2
,Q(3σ))

1+ϑ+|u|2m,Q(3σ)+|D′′u|
2
ϑ,Q(3σ)}

1

|h|1+2ϑ′−2ϑ−λ(1−ϑ) (8.3.43)

and thus also the first one is integrable.

It is then proved that

n∑

i=1

∫ 2σ

−2σ

dh

|h|1+2ϑ′

∫

Q(σ)

‖τi,hD′′u‖2 dx ≤ c(ν,K, U, ϑ, ϑ′, λ,m, n, σ)·

· {1+(
∑

|α|<m

‖fα‖0, q
2
,Q(3σ))

1+ϑ + |u|2m,Q(3σ)+|D′′u|
2
ϑ,Q(3σ)}, ∀ 0 < ϑ′ < ϑ+

λ

2
(1− ϑ).

(8.3.44)

Because of u ∈ Hm(Ω,RN) from Theorem 7.1.3, we have

D′′u ∈ Hϑ′(Q(σ),R”)

and

|D′′u|2ϑ′,Q(σ)≤c(n)
n∑

i=1

∫ 2σ

−2σ

dh

|h|1+2ϑ′

∫

Q(σ)

‖τi,hD′′u‖2 dx ≤

≤ c(ν,K, U, ϑ, ϑ′, λ,m, n,σ){1+(
∑

|α|<m

‖fα‖0, q
2
,Q(3σ))

1+ϑ+|u|2m,Q(3σ)+|D′′u|
2
ϑ,Q(3σ)},

we achieve our goal.

Proof. of Theorem 3.3. Let us fix ϑ0 = λ
4
and make a point of the geometric

series

1 + (1− ϑ0) + (1− ϑ0)
2 + · · ·+ (1− ϑ0)

r + · · · · · · .

For s = 0, 1 , . . . , let us set ϑs = ϑ0

s∑
r=0

(1− ϑ0)
r. We achieve, for every s = 0, 1, . . . ,

that
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Therefore for every ε > 0 and every 2 < p < min(4, q) we reach

ν

2

∫

Q(2σ)

ψ2m ‖τi,hD′′u‖2 dx ≤ c(ν,K, σ,m, n)h2
∫

Q( 5
2
σ)

(
1 + ‖D′′u‖2

)
dx +

+ c(ν,K, U, ϑ, λ,m, n, σ) |h |2ϑ+2λ(1−ϑ)
{
|D′′u |2ϑ,Q( 5

2
σ) + 1

}
+

+2ε

∫

Q(2σ)

ψ2m ‖ τi,hD′′u ‖2 dx + c(σ, ε)h2
∫

Q( 5
2
σ)

‖D′′u ‖2 dx+

+ c(K,U, p, ε) |h|p−2+λ(2− p
2
)

∫

Q( 5
2
σ)

((
∑

|α|<m

|fα|) p
2 + ‖D′′u ‖p) dx.

Let us now set in the last inequality ε = ν
8
and p = 2(1 + ϑ) ∈

(
2,min(4, q)

)
.We

have, for every h : |h| < h0 (< 1), that

ν

4

∫

Q(2σ)

ψ2m ‖ τi,hD′′u ‖2 dx ≤ c(ν,K, σ,m, n)h2
∫

Q( 5
2
σ)

(
1 + ‖D′′u‖2

)
dx +

+ c(ν,K, U, ϑ, λ,m, n, σ) |h | 2ϑ+2λ(1−ϑ)
{
| D′′u |2ϑ,Q( 5

2
σ) + 1

}
+

+ c(ν,K, U, ϑ) |h|2ϑ+λ(1−ϑ)
∫

Q( 5
2
σ)

((
∑

|α|<m

|fα|)1+ϑ+‖D′′u‖2(1+ϑ)
) dx≤

≤ c(ν,K, U, ϑ, λ,m, n, σ) | h |2ϑ+λ(1−ϑ) ·

·{1+|u|2m,Q( 5
2
σ)+|D′′u|

2
ϑ,Q( 5

2
σ)+|u|

2(1+ϑ)

m,2(1+ϑ),Q( 5
2
σ)
+(

∑

|α|<m

‖fα‖0, q
2
,Q( 5

2
σ))

1+ϑ}.

From (8.3.34), for |h| < h0, we gain

n∑

i=1

∫

Q(σ)

‖τi,hD′′u‖2 dx ≤

≤ c(ν,K, U, ϑ, λ,m, n, σ) |h|2ϑ+λ(1−ϑ){1+(
∑

|α|<m

‖fα‖0, q
2
,Q(3σ))

1+ϑ+|u|2m,Q(3σ)+|D′′u|
2
ϑ,Q(3σ)}.

(8.3.42)

The procedure if h0 ≤ |h| < 2σ is similar to the one used in the proof of Theorem

8.2.1 .

Combining both results we obtain that (8.3.42) is true for |h| < 2σ.

Let us now choose 0 < ϑ′ < ϑ+ λ
2
(1−ϑ), it implies that 1+2ϑ′−2ϑ−λ(1−ϑ) < 1
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inequality, for 2 < p < min(4, q), we carry out

|D|≤
∑

|α|<m

∫

Q( 5
2
σ)

[M(K)(|fα|+‖D′′u‖2)
∥∥τi,−hDα

(
ψ2mτi,h u

)∥∥ 4
p
−1
][
∥∥τi,−hDα

(
ψ2mτi,hu

)∥∥2−4
p ]dx≤

≤ c(K, p)
∑

|α|<m

(∫

Q( 5
2
σ)

(
|fα| p2 + ‖D′′u‖p

)∥∥τi,−hDα(ψ2mτi,hu)
∥∥ 4−p

p
p
2 dx

) 2
p

·

·
(∫

Q( 5
2
σ)

∥∥τi,−hDα
(
ψ2mτi,h u

)∥∥2
dx

) p−2
p

=

= c(K, p)
∑

|α|<m

(∫

Q( 5
2
σ)

|h|p−2
(
|fα| p2 + ‖D′′u‖p

)∥∥τi,−hDα
(
ψ2mτi,h u

)∥∥ 4−p
2 dx

) 2
p

·

·
(∫

Q( 5
2
σ)

|h|−2
∥∥τi,−hDα

(
ψ2mτi,h u

)∥∥2
dx

) p−2
p

. (8.3.40)

The use of the suitable consequence of Young inequality ab ≤ εa1+s+ε−
1
s b1+

1
s, denoting

with

s =
2

p− 2
, a =

(∫

Q( 5
2
σ)

|h|−2
∥∥τi,−hDα

(
ψ2mτi,h u

)∥∥2
dx

) p−2
p

,

b = c(K, p)

(∫

Q( 5
2
σ)

|h|p−2
(
|fα| p2 + ‖D′′u‖p

)∥∥τi,−hDα
(
ψ2mτi,hu

)∥∥ 4−p
2 dx

) 2
p

and the hypothesis u ∈ Cm−1,λ(Ω,RN) allows us to have

|D| ≤ ε |h|−2
∑

|α|<m

∫

Q( 5
2
σ)

∥∥τi,−hDα
(
ψ2mτi,h u

)∥∥2
dx + c(K,U, p, ε) |h|p−2+λ(2− p

2
) ·

·
∑

|α|<m

∫

Q( 5
2
σ)

(
|fα| p2 + ‖D′′u‖p

)
dx , ∀ε > 0, ∀ 2 < p < min(4, q). (8.3.41)

Thus we also need Theorem 7.2.2 to obtain

ε |h|−2
∑

|α|<m

∫

Q( 5
2
σ)

∥∥τi,−hDα
(
ψ2mτi,h u

)∥∥2
dx ≤ ε

∫

Q(3σ)

∥∥D′′
(
ψ2mτi,h u

)∥∥2
dx ≤

≤ 2ε

∫

Q(2σ)

ψ4m ‖τi,hD′′u‖2 dx + c(σ, ε)

∫

Q(2σ)

ψ2m ‖τi,hD′u‖2 dx ≤

≤ 2ε

∫

Q(2σ)

ψ2m ‖τi,hD′′u‖2 dx + c(σ, ε)h2
∫

Q( 5
2
σ)

‖D′′u‖2 dx .
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the last inequality is obtained considering that ‖τi,hD′u‖
2ϑp
p−2 ∈ L p−2

2ϑ (Q(2σ)) , ‖τi,hD′u‖
2(1−ϑ)p

p−2 ∈
L

p−2
p−2(1+ϑ) (Q(2σ)) , 2ϑ

p−2+
p−2(1+ϑ)

p−2 = 1. From Theorem 7.2.2 for t = 4
5
and Q(5

2
σ) in place of Q(σ),

∀h ∈ R, |h| < σ
2
, we attain the inequality

(∫

Q(2σ)

‖τi,hD′u‖p dx
) 2ϑ

p

≤ |h|2ϑ
(∫

Q( 5
2
σ)

‖D′′u‖p dx
) 2ϑ

p

, ∀ p, q : 2(1+ϑ) < p < q .

(8.3.36)

Using the hypothesis u ∈ Cm−1,λ(Ω,RN) we deduce, for every 2(1 + ϑ) < p < q, that

(∫

Q(2σ)

‖τi,hD′u‖
2(1−ϑ)p
p−2(1+ϑ) dx

) p−2(1+ϑ)
p

≤ U2(1−ϑ) |h|2λ(1−ϑ) [misQ(2σ)]
p−2(1+ϑ)

p . (8.3.37)

From (8.3.35)–(8.3.37) we reach

∫

Q(2σ)

ψ2m‖τi,hD′u‖2‖D′′u‖2 dx ≤ c(U, ϑ, n, p, σ) |h|2ϑ+2λ(1−ϑ)|u|2(1+ϑ)

m,p,Q( 5
2
σ)
, ∀ 2(1+ϑ)< p< q,

that, for p = 1+ ϑ+ q

2
and combined with (8.3.34) for ρ = 5

2
σ and for p = 1+ ϑ+ q

2
,

gives
∫

Q(2σ)

ψ2m ‖τi,hD′u‖2 ‖D′′u‖2 dx ≤

≤ c(K,U, ϑ, λ, n, σ) |h|2ϑ+2λ(1−ϑ)
{
|D′′u|2ϑ,Q( 5

2
σ) + 1

}
, (8.3.38)

ν

2

∫

Q(2σ)

ψ2m ‖τi,hD′′u‖2 dx ≤ c(ν,K, σ,m, n)h2
∫

Q( 5
2
σ)

(
1 + ‖D′′u‖2

)
dx+

+ c(ν,K, U, ϑ, λ, n,m, σ) |h|2ϑ+2λ(1−ϑ)
{
|D′′u|2ϑ,Q( 5

2
σ) + 1

}
+ |D | . (8.3.39)

Let us focus our attention on the term D. Combining (E.3), (8.3.31) and Hölder
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and
∫

Q(ρ)

∥∥∥D′′u− (D′′u)Q(ρ)

∥∥∥
p

dx ≤ c(ϑ, λ,m, n, p) (misQ(ρ))1−
p
q [D′u]

pϑ
1+ϑ

λ,Ω
|D′′u|

p
1+ϑ

ϑ,Q(ρ) .

(8.3.32)

Thus we deduce that

| u |2(1+ϑ)
m,p,Q(ρ) =

(∫

Q(ρ)

‖D′′u ‖p dx
) 2(1+ϑ)

p

≤

≤ 2(p−1)
2(1+ϑ)

p

{∫

Q(ρ)

∥∥∥D′′u−(D′′u)Q(ρ)

∥∥∥
p

dx+

∫

Q(ρ)

∥∥∥(D′′u)Q(ρ)

∥∥∥
p

dx

}2(1+ϑ)
p

≤

≤ c(U, ϑ, λ,m, n, p)

{
|D′′u|2ϑ,Q(ρ) +

∥∥∥(D′′u)Q(ρ)

∥∥∥
2(1+ϑ)

}
≤

≤ c(U, ϑ, λ,m, n, p)
{
|D′′u |2ϑ,Q(ρ) + | u | 2(1+ϑ)

m,Q(ρ)

}
. (8.3.33)

Using interpolation inequality contained in Theorem 7.1.4 we derive

|u|2(1+ϑ)
m,Q(ρ) ≤ c(ϑ, n)

{
|D′′u|2ϑ,Q(ρ) ‖u‖

2ϑ
m−1,Q(ρ) + ρ−2(1+ϑ) ‖u‖2(1+ϑ)

m−1,Q(ρ)

}
≤

≤ c(K,ϑ,m, n, ρ)
{
|D′′u|2ϑ,Q(ρ) + 1

}

then, ∀Q(ρ) ⊂⊂ Ω and ∀2 ≤ p < q = 2(1+ϑ)n
n−2ϑλ , we have

|u|2(1+ϑ)
m,p,Q(ρ) ≤ c(K,U, ϑ, λ,m, n, p, ρ)

{
|D′′u|2ϑ,Q(ρ) + 1

}
. (8.3.34)

By (8.3.31), the hypothesis u ∈ Cm−1,λ (Ω,RN) and Hölder inequality, for every

2(1 + ϑ) < p < q, it follows

∫

Q(2σ)

ψ2m ‖τi,hD′u‖2 ‖D′′u‖2 dx≤
(∫

Q(2σ)

‖D′′u‖p dx
)2

p
(∫

Q(2σ)

‖τi,hD′u‖
2p
p−2 dx

)p−2
p

=

(8.3.35)

=

(∫

Q(2σ)

‖ D′′u ‖p dx
) 2

p
(∫

Q(2σ)

‖ τi,hD′u ‖
2ϑp
p−2 ‖ τi,hD′u ‖

2(1−ϑ)p
p−2 dx

) p−2
p

≤

≤
(∫

Q(2σ)

‖D′′u‖pdx
)2

p
(∫

Q(2σ)

‖τi,hD′u ‖p dx
)2ϑ

p
(∫

Q(2σ)

‖τi,hD′u‖
2(1−ϑ)p
p−2(1+ϑ)dx

)p−2(1+ϑ)
p
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Recalling that u ∈ Cm−1,λ(Ω,RN), we have

‖τi,hD′u(x)‖ ≤ U |h|λ, ∀x ∈ Q(2σ). (8.3.27)

Moreover applying Theorem 7.2.2, for p = 2, t = 4
5
and Q(5

2
σ) in replacement of

Q(σ), for every h ∈ R such that |h| < σ
2
, we achieve

∫

Q(2σ)

‖τi,hD′u‖2 dx ≤ h2
∫

Q( 5
2
σ)

‖D′′u‖2 dx, i = 1, 2, . . . , n. (8.3.28)

From (8.3.24) – (8.3.28) it follows

ν

∫

Q(2σ)

ψ2m ‖τi,hD′′u‖2 dx ≤ {3ε+ c(K,U, σ,m, n)(|h|+ h2 + |h|λ + |h|2λ)}·

·
∫

Q(2σ)

ψ2m ‖τi,hD′′u‖2 dx + c(K, σ,m, n, ε)h2
∫

Q( 5
2
σ)

(
1 + ‖D′′u‖2

)
dx+

+ c(K, σ,m, n, ε)

∫

Q(2σ)

ψ2m ‖ τi,hD′u ‖2 ‖D′′u ‖2 dx + |D | , ∀ε > 0.

(8.3.29)

As in the proof of Theorem 8.2.1 there exists h0(ν,K, U, λ, σ,m, n), 0 < h0 <

min{1, σ
2
}, such that

c(K,U, σ,m, n)
(
|h|+ h2 + |h|λ + |h|2λ

)
<
ν

4
, |h| < h0

then, for ε = ν
12

we have

ν

2

∫

Q(2σ)

ψ2m ‖τi,hD′′u‖2 dx ≤ c(ν,K, σ,m, n)h2
∫

Q( 5
2
σ)

(
1 + ‖D′′u‖2

)
dx+

+ c(ν,K, σ,m, n)

∫

Q(2σ)

ψ2m ‖τi,hD′u‖2 ‖D′′u‖2 dx+ |D| . (8.3.30)

Let us now estimate the last two terms in (8.3.30).

Applying Theorem 7.1.7 we have, ∀Q(ρ) = Q(x0, ρ) ⊂⊂ Ω and 2 ≤ p < q = 2(1+ϑ)n
n−2ϑλ ,

that

u ∈ Hm,p(Q(ρ),RN) (8.3.31)
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and

|D′′u|2ϑ,Q(σ) ≤ c(n)
n∑

i=1

∫ 2σ

−2σ

dh

|h|1+2ϑ

∫

Q(σ)

‖τi,hD′′u‖2 dx, ∀ 0 < ϑ <
λ

2
. (8.3.23)

From (8.3.22), (8.3.23) and (8.3.21) we reach the conclusion.

Proof. of Theorem 3.2. Let us fix x0 ∈ Ω and the cube Q(4σ) = Q(x0, 4σ) ⊂⊂ Ω.

Let us also consider a positive integer i ≤ n, and a real number h such that |h| < σ
2
.

As in the proof of Theorem 8.2.1, for every ε > 0, we have

ν

∫

Q(2σ)

ψ2m ‖τi,hD′′u‖2 dx ≤ ε

∫

Q(2σ)

ψ2m ‖τi,hD′′u‖2 dx+

+ c(K, σ,m, n, ε)

∫

Q(2σ)

‖τi,hD′ u‖2 dx +B + C +D , (8.3.24)

where ψ is the above defined cut-off function (see (8.3.1)) and the terms B,C and D

are considered in (8.3.7) – (8.3.9).

The terms |B| and |C| can be estimated , ∀ε > 0, as follows

|B| ≤
{
ε+ c(K, σ,m, n)

(
|h|+ h2

)} ∫

Q(2σ)

ψ2m ‖τi,hD′′u‖2 dx+

+ c(K, σ,m, n, ε)h2
∫

Q(2σ)

ψ2m
(
1 + ‖D′′u‖2

)
dx+

∫

Q(2σ)

‖τi,hD′u‖2 dx, (8.3.25)

|C| ≤
∫

Q(2σ)

{
ε+ c(K, σ,m, n)

(
‖τi,hD′u‖+ ‖τi,hD′u‖2

)}
ψ2m ‖τi,hD′′u‖2 dx+

+ c(K, σ,m, n, ε)

∫

Q(2σ)

‖τi,hD′u‖2 dx+c(K, σ,m, n, ε)
∫

Q(2σ)

ψ2m ‖τi,hD′u‖2 ‖D′′u‖2 dx,

(8.3.26)

similarly to the proof of Theorem 8.2.1.
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Otherwise if h0 ≤ |h| < 2σ, we get for i = 1, 2, . . . , n,

∫

Q(σ)

‖τi,hD′′u‖2 dx ≤ 2

∫

Q(σ)

∥∥D′′u
(
x+ hei

)∥∥2
dx+ 2

∫

Q(σ)

‖D′′u(x)‖2 dx ≤

≤ 2

∫

Q(3σ)

‖D′′u(x) ‖2 dx+ 2

∫

Q(σ)

‖D′′u(x) ‖2 dx ≤

≤ 4

∫

Q(3σ)

‖D′′u ‖2 dx ≤ 4
|h|λ
hλ0

∫

Q(3σ)

‖D′′u ‖2 dx ≤

≤c(ν,K, U, λ, σ,m, n)|h|λ{1+
∑

|α|<m

‖fα‖0,1,Q(3σ)+|u|
2
m,Q(3σ)} (8.3.19)

From (8.3.18) and (8.3.19), for every 0 < |h| < 2σ, it follows that

n∑

i=1

1

|h|1+2ϑ

∫

Q(σ)

‖τi,hD′′u‖2 dx ≤

≤ c(ν,K, U, λ, σ,m, n)



1 +

∑

|α|<m

‖fα‖0,1,Q(3σ) + |u|
2
m,Q(3σ)





1

|h|1+2ϑ−λ . (8.3.20)

The hypothesis 0 < ϑ < λ
2
assures that 1 + 2ϑ − λ < 1, then the function of the

variable h that appears in the second member of (8.3.20) is integrable in [−2σ, 2σ],
it implies the integrability in [−2σ, 2σ] of the left term of inequality (8.3.20) and it

follows

n∑

i=1

∫ 2σ

−2σ

dh

|h|1+2ϑ

∫

Q(σ)

‖τi,hD′′u‖2 dx ≤

≤ c(ν,K, U, ϑ, λ, σ,m, n)



1 +

∑

|α|<m

‖fα‖0,1,Q(3σ) + |u|
2
m,Q(3σ)



 . (8.3.21)

Finally, recalling that u ∈ Hm(Ω,RN), from (8.3.21) it follows that D′′u satisfy the

hypotheses of Theorem 7.1.3, we can conclude that

D′′u ∈ Hϑ(Q(σ),R”) (8.3.22)
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|D| ≤
∑

|α|<m

∫

Q(3σ)

‖aα(x,D′u,D′′u)‖
∥∥τi,−hDα

(
ψ2mτi,h u

)∥∥ dx ≤

≤ c(K)
∑

|α|<m

∫

Q(3σ)

(
|fα|+ ‖D′′u‖2

)∥∥τi,−hDα
(
ψ2mτi,hu

)∥∥ dx.

(8.3.14)

On the other hand, using the hypothesis that u ∈ Cm−1,λ(Ω,RN), we easily obtain

∥∥τi,−hDα
(
ψ2mτi,h u

)
(x)

∥∥ ≤ 2U |h|λ, ∀x ∈ Q(3σ). (8.3.15)

From (8.3.14) and (8.3.15) we have

|D| ≤ c(K,U,m) |h|λ

 ∑

|α|<m

∫

Q(3σ)

|fα|+ ‖D′′u‖2 dx


 . (8.3.16)

From (8.3.5), (9.3.15), (9.3.16), (9.3.19), choose ε = ν
12

we deduce that

ν

∫

Q(2σ)

ψ2m ‖τi,hD′′u‖2 dx ≤
{ν
4
+ c(ν,K, U,m, n)

(
|h|+ h2 + |h|λ + |h|2λ

)}
·

·
∫

Q(2σ)

ψ2m‖τi,hD′′u‖2 dx+c(ν,K, U, σ,m, n)(h2+|h|λ+|h|2λ)
∫

Q(3σ)

(1+
∑

|α|<m

|fα|+‖D′′u‖2)dx.

(8.3.17)

Because of the continuity of the function h −→ c(K,U, σ,m, n)
(
|h|+ h2 + |h|λ + |h|2λ

)

in the origin, ∃h0(ν,K, U, λ, σ, n), 0 < h0 < min{1, σ}, such that for every |h| < h0,

we have

c(K,U, σ,m, n)
(
|h|+ h2 + |h|λ + |h|2λ

)
<
ν

4
.

Let us consider, at first, that |h| < h0 < 1.

Recalling that 0 < λ < 1 we have h2 + |h|λ + |h|2λ ≤ 3 |h|λ and taking into

consideration that ψ(x) = 1 in Q(σ), from (8.3.17), it follows, for i = 1, 2, . . . , n,

ν

2

∫

Q(σ)

‖τi,hD′′u‖2 dx ≤ c(ν,K, U, σ,m, n) |h|λ {1 +
∑

|α|<m

‖fα‖0,1,Q(3σ) + |u|
2
m,Q(3σ)}.

(8.3.18)
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Similarly, using (E.4), for the term C we have

|C| ≤
∫

Q(2σ)

∑

|α|=m

‖aα(x,D′u(x) + τi,hD
′u(x), D′′u(x) + τi,hD

′′u(x)) −

− aα(x,D′u(x), D′′u(x) + τi,hD
′′u(x))‖

∥∥Dα
(
ψ2mτi,hu

) ∥∥ dx ≤

≤c(K,n)
∫

Q(2σ)

‖τi,hD′u‖ (1+‖D′′u‖+‖τi,hD′′u‖)
(
c(σ,m)ψ2m−1‖τi,hD′u‖+ψ2m‖τi,hD′′u‖

)
dx=

=

∫

Q(2σ)

[ψm ‖τi,hD′′u‖] [c(K,n)ψm ‖τi,hD′u‖ (1 + ‖D′′u‖)] dx+

+ c(K,n )

∫

Q(2σ)

ψ2m ‖ τi,hD′u ‖ ‖ τi,h D′′u ‖2 dx+

+

∫

Q(2σ)

[c(σ,m)‖τi,hD′u‖]
[
c(K,n)ψ2m−1‖τi,hD′u‖(1+‖D′′u‖+‖τi,hD′′u‖)

]
dx.

Because of u ∈ Cm−1,λ(Ω,RN), for every ε > 0, it follows

|C| ≤ε
∫

Q(2σ)

ψ2m‖τi,hD′′u‖2dx+c(K,n, ε)
∫

Q(2σ)

ψ2m ‖τi,hD′u‖2
(
1+‖D′′u‖2

)
dx+

+ c(K,U, n) |h|λ
∫

Q(2σ)

ψ2m ‖τi,hD′′u‖2dx+ c(σ,m)

∫

Q(2σ)

‖τi,hD′u‖2dx+

+ c(K,n)

∫

Q(2σ)

ψ2m ‖ τi,hD′u ‖2
(
1 + ‖D′′u ‖2 + ‖ τi,hD′′u ‖2

)
dx ≤

≤
{
ε+ c (K,U, n)

(
| h |λ + | h |2λ

)}∫

Q(2σ)

ψ2m ‖ τi,h D′′u ‖2 dx +

+ c(K, σ,m, n, ε)

∫

Q(2σ)

‖τi,hD′u‖2 dx+ c(K,U, n, ε)|h|2λ
∫

Q(2σ)

‖D′′u‖2dx.

Using again (8.3.11), we get

|C| ≤
{
ε+ c(K,U, n)

(
|h|λ + |h|2λ

)}∫

Q(2σ)

ψ2m ‖τi,hD′′u‖2 dx+

+ c(K,U, σ,m, n, ε)
(
h2 + |h|2λ

)∫

Q(3σ)

‖D′′u‖2 dx , ∀ε > 0. (8.3.13)

Finally, let us estimate the terms D. For the hypothesis (E.3), we have
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From (8.3.10) and (8.3.11), we have

|A| ≤ ε

∫

Q(2σ)

ψ2m ‖τi,hD′′u‖2 dx+ c(K, σ,m, n, ε)h2
∫

Q(3σ)

‖D′′u‖2 dx , ∀ε > 0 .

(8.3.12)

From (E.4) we can majorize the term B as follows

|B| ≤
∫

Q(2σ)

∑

|α|=m

∥∥ aα(x + hei, D′u(x) + τi,hD
′u(x), D′′u(x) + τi,hD

′′u(x)) −

− aα(x,D′u(x) + τi,hD
′u(x), D′′u(x) + τi,hD

′′u(x))‖
∥∥Dα

(
ψ2mτi,h u

)∥∥ dx ≤

≤c(K,n) |h|
∫

Q(2σ)

(1+‖D′′u‖+‖τi,hD′′u‖)
(
2mk

σ
ψ2m−1 ‖τi,hD′u‖+ψ2m ‖τi,hD′′u‖

)
dx ≤

≤c(K,m, n) |h|
∫

Q(2σ)

ψ2m ‖τi,hD′′u‖2 dx+
∫

Q(2σ)

[
c(K,m, n) |h|ψm (1 + ‖D′′u‖)

]

[
ψm ‖τi,hD′′u‖

]
dx+

∫

Q(2σ)

[c(σ,m) ‖τi,hD′u‖] [c(K,n) |h|ψm (1+‖D′′u‖+‖τi,hD′′u‖)] dx.

Then, for every ε > 0, we have

|B| ≤ c(K,m, n) |h|
∫

Q(2σ)

ψ2m ‖τi,hD′′u‖2 dx+ ε

∫

Q(2σ)

ψ2m ‖τi,hD′′u‖2 dx+

+ c(K,m, n, ε)h2
∫

Q(2σ)

ψ2m
(
1+‖D′′u‖2

)
dx+c(σ,m)

∫

Q(2σ)

‖τi,hD′u‖2dx+

+ c(K,m, n) h2
∫

Q(2σ)

ψ2m
(
1 + ‖D′′u‖2 + ‖τi,hD′′u‖2

)
dx =

=
{
ε+ c(K,m, n)

(
h2 + |h|

) } ∫

Q(2σ)

ψ2m ‖τi,hD′′u‖2 dx +

+c(K,m, n, ε)h2
∫

Q(2σ)

ψ2m(1+‖D′′u‖2)dx+c(σ,m)

∫

Q(2σ)

‖τi,hD′u‖2dx.

Using (8.3.11), we can estimate |B| as follows

|B| ≤
{
ε+ c(K,m, n)

(
h2 + |h|

)} ∫

Q(2σ)

ψ2m ‖τi,hD′′u‖2 dx+

+ c(K, σ,m, n, ε)h2
∫

Q(3σ)

(
1 + ‖D′′u‖2

)
dx, ∀ε > 0.
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B = −
∫

Ω

∑

|α|=m

(
aα(x+ hei, D′u(x) + τi,hD

′u(x), D′′u(x) + τi,hD
′′u(x)) −

− aα(x,D′u(x) + τi,hD
′u(x), D′′u(x) + τi,hD

′′u(x)) |Dα
(
ψ2mτi,h u

))
dx, (8.3.7)

C = −
∫

Ω

∑

|α|=m

(aα(x,D′u(x) + τi,hD
′u(x), D′′u(x) + τi,hD

′′u(x)) −

− aα(x,D′u(x), D′′u(x) + τi,hD
′′u(x)) |Dα

(
ψ2mτi,h u

))
dx, (8.3.8)

D = −
∑

|α|<m

∫

Ω

(
aα (x,D′u(x), D′′u) | τi,−hDα

(
ψ2mτi,h u

))
dx. (8.3.9)

Let us estimate the terms A, B, C and D.

Applying hypothesis (E.5) and the properties of the function ψ, we have

|A| ≤ 2m

∫

Q(2σ)

ψ2m−1
∑

|α|=m

‖aα(x,D′u(x), D′′u(x) + τi,hD
′′u(x))−

− aα (x,D′u(x), D′′u(x)) ‖
∥∥ (Dα ψ ) τi,h u

∥∥ dx ≤

≤ c(K, m )

∫

Q(2σ)

ψ2m−1
∑

|α|=m

|Dαψ| ‖τi,hD′′u‖ ‖τi,hD′u‖ dx ≤

≤ c (K, σ,m, n)
∫

Q(2σ)

ψ2m−1 ‖τi,hD′′u‖‖τi,hD′u‖ dx ≤

≤ c (K, σ,m, n)
∫

Q(2σ)

ψm ‖τi,hD′′u‖ ‖τi,hD′u‖ dx.

Then, for every ε > 0, we have

|A| ≤ ε

∫

Q(2σ)

ψ2m ‖τi,hD′′u‖2 dx+ c(K, σ,m, n, ε)

∫

Q(2σ)

‖τi,hD′u‖2 dx , (8.3.10)

On the other hand, using Theorem 7.2.2 for p = 2, t = 2
3
and Q(3σ) instead of

Q(σ), for every h ∈ R such that |h| <
(
1− 2

3

)
3σ = σ, we have

∫

Q(2σ)

‖τi,hu‖2N dx ≤ h2
∫

Q(3σ)

‖Diu‖2N dx , i = 1, 2, . . . , n . (8.3.11)
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formula (9.3.8) becomes:

∫

Ω

ψ2m
∑

|α|=m

(aα(x,D′u(x), D′′u(x) + τi,hD
′′u(x))− aα(x,D′u(x), D′′u(x))|τi,hDαu) dx =

(8.3.4)

=−2m
∫

Ω

ψ2m−1
∑

|α|=m

(aα(x,D′u(x), D′′u(x) + τi,hD
′′u(x))−aα(x,D′u(x), D′′u(x))| (Dαψ) τi,hu)dx−

−
∫

Ω

∑

|α|=m

(aα(x,D′u(x)+τi,hD
′u(x), D′′u(x)+τi,hD

′′u(x))−aα(x,D′u(x), D′′u(x)+τi,hD′′u(x))|

| Dα
(
ψ2mτi,h u

))
dx−

∫

Ω

∑

|α|=m

(
aα(x+ hei, D′u(x) + τi,h D

′u(x), D′′u(x) + τi,h D
′′u(x))−

− aα ( x, D′u(x) + τi,hD
′u(x), D′′u(x) + τi,hD

′′u(x) ) | Dα
(
ψ2m τi,h u

) )
dx −

−
∑

|α|<m

∫

Ω

(
aα ( x,D′u,D′′u ) | τi,−hDα

(
ψ2m τi,h u

) )
dx.

Using hypotheses (E.5) we can minimize the first member of (8.3.4), as follows

∫

Ω

ψ2m
∑

|α|=m

(aα(x,D′u(x), D′′u(x) + τi,hD
′′u(x))− aα(x,D′u(x), D′′u(x))|τi,hDαu) dx =

=

∫

Q(2σ)

ψ2m (a(x,D′u(x), D′′u(x) + τi,hD
′′u(x)) − a(x,D′u(x), D′′u(x)) | τi,hD′′u) dx ≥

≥ ν

∫

Q(2σ)

ψ2m ‖τi,hD′′u‖2 dx,

then we obtain

ν

∫

Q(2σ)

ψ2m ‖τi,hD′′u‖2 dx ≤ A+B + C +D , (8.3.5)

where

A = −2m
∫

Ω

ψ2m−1
∑

|α|=m

(aα(x,D′u(x), D′′u(x) + τi,hD
′′u(x)) −

− aα(x,D′u(x), D′′u(x)) | (Dαψ) τi,hu) dx, (8.3.6)
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Let us also consider i ≤ n a positive integer, h a real number, |h| < σ, and let us

also set

ϕ = τi,−h
(
ψ2mτi,h u

)
, (8.3.2)

it follows that ϕ ∈ Hm
0 (Ω,RN)∩Hm−1,∞(Ω,RN). From (9.2.1), written for this “test

function” ϕ, it follows

∫

Ω

∑

|α|=m

(
τi,ha

α (x,Du) |Dα
(
ψ2mτi,h u

))
dx

= −
∑

|α|<m

∫

Ω

(
aα (x,Du) |τi,−hDα

(
ψ2mτi,h u

))
dx. (8.3.3)

On the other hand, for every α such that |α| = m and for a. e. x ∈ Q(2σ), it follows:

τi,ha
α(x,Du(x)) = τi,ha

α(x,D′u(x), D′′u(x))

= aα(x+ hei, D′u(x+ hei), D′′u(x+ hei))− aα(x,D′u(x), D′′u(x))

= aα(x+ hei, D′u(x) + τi,hD
′u(x), D′′u(x) + τi,hD

′′u(x))− aα(x,D′u(x), D′′u(x))

=
[
aα(x+ hei, D′u(x) + τi,hD

′u(x), D′′u(x) + τi,hD
′′u(x))

− aα(x,D′u(x) + τi,hD
′u(x), D′′u(x) + τi,hD

′′u(x))]

+ [aα(x,D′u(x) + τi,hD
′u(x), D′′u(x) + τi,hD

′′u(x))

− aα(x,D′u(x), D′′u(x) + τi,hD
′′u(x))]

+[ aα(x,D′u(x), D′′u(x) + τi,hD
′′u(x))− aα(x,D′u(x), D′′u(x))] .

Regarding in mind that

Dα(ψ2mτi,h u) = ψ2mτi,hD
αu+ 2mψ2m−1 (Dαψ) τi,hu ,
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8.2.2 Local differentiability result in Hm+1 space

Let us now apply the previous local differentiability properties in Hm+ϑ(Ω,RN), 0 <

ϑ < 1 to reach the main objective of this chapter (see also [18]).

Theorem 8.2.4. (Main result) If u ∈ Hm(Ω,RN) ∩ Cm−1,λ(Ω,RN), 0 < λ < 1, is

a weak solution of the system (8.1.1) satisfying the hypotheses (E.1), (E.2), (E.4),

(E.5) and, for fα ∈ L 2n
n−2λ (Ω) assumption (E.3), then

u ∈ Hm+1
loc (Ω,RN) (8.2.9)

and, for every cube Q(4σ) ⊂⊂ Ω, the following inequality is true

|u|2m+1,Q(σ)

≤ c(ν,K, U, λ, σ,m, n)


1 + (

∑

|α|<m

‖fα‖0,Q(4σ))
2 + |u|2m,Q(4σ) + |u|

4
m,4,Q(4σ)


, (8.2.10)

where K = sup
Ω

‖u‖ and U = ‖u‖Cm−1,λ(Ω,RN ) .

8.3 Proofs of main goals

In this section we give the proof of the main results of this chapter.

8.3.1 Proofs of local differentiability results in Hm+ϑ spaces

We start with the proof of local differentiability results in Hm+ϑ(Ω,RN), 0 < ϑ < λ
2
.

Proof. of Theorem 8.2.1 Let us choose x0 ∈ Ω and a generic cube Q(4σ) =

Q(x0, 4σ) ⊂⊂ Ω, let ψ(x) ∈ C∞0 (Rn) a cut-off function having the following proper-

ties:

0 ≤ ψ ≤ 1 in R
n, ψ = 1 in Q(σ), ψ = 0 in R

n \Q(2σ), ‖Dψ‖ ≤ k

σ
in R

n. (8.3.1)
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where |D′′u|2ϑ,Q(σ) =
∑

|α|=m

|Dαu|2ϑ,Q(σ) , K = sup
Ω

‖D′u‖ and U = ‖u‖Cm−1,λ(Ω,RN ).

Theorem 8.2.2. If u ∈ Hm+ϑ(Ω,RN) ∩ Cm−1,λ(Ω,RN), 0 < ϑ, λ < 1, is a weak

solution of the system (8.1.1), the assumptions (E.1), (E.2), (E.4) , (E.5) and the

condition (E.3) with fα ∈ L q
2 (Ω), q = 2(1+ϑ)n

n−2ϑλ , are true, we have

u ∈ Hm+ϑ′

loc (Ω,RN), ∀ϑ′ ∈
(
0, ϑ+

λ

2
(1− ϑ)

)
, (8.2.4)

and, for every cube Q(4σ) ⊂⊂ Ω, we have the following inequality

|D′′u|2ϑ′,Q(σ) ≤ c(ν,K, U, ϑ, ϑ′, λ, σ,m, n)

·




1 +


 ∑

|α|<m

‖fα‖0, q
2
,Q(4σ)




1+ϑ

+ |u|2m,Q(4σ)+ |D′′u|
2
ϑ,Q(4σ)




, (8.2.5)

where |D′′u|2ϑ,Q(σ) =
∑

|α|=m

|Dαu|2ϑ,Q(σ) , K = sup
Ω

‖D′u‖ and U = ‖u‖Cm−1,λ(Ω,RN ).

Applying an iterative method, we have the following result.

Theorem 8.2.3. If u ∈ Hm(Ω,RN) ∩ Cm−1,λ(Ω,RN), 0 < λ < 1, is a weak solution

of the system (8.1.1), the hypotheses (E.1), (E.2), (E.4), (E.5) and the condition

(E.3) with fα ∈ L 2n
n−2λ (Ω) are verified, then

u ∈ Hm+ϑ
loc (Ω,RN) , ∀ϑ : 0 < ϑ < 1. (8.2.6)

Moreover, for every cube Q(σ) ⊂⊂ Q(σ0) ⊂⊂ Ω, we have

|D′′u|2ϑ,Q(σ)

≤ c(ν,K, U, ϑ, λ, σ, σ0,m, n)




1 +


 ∑

|α|<m

‖fα‖0, 2n
n−2λ

,Q(σ0)




1+ϑ

+ |u|2m,Q(σ0)




, (8.2.7)

where K = sup
Ω

‖D′u‖ and U = ‖u‖Cm−1,λ(Ω,RN ).

Moreover

u ∈ Hm,4
loc (Ω,RN) . (8.2.8)
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(E.5) for every (x, p′) ∈ Ω×R′, the functions p′′ −→ aα(x, p′, p′′), |α| = m, are strictly

monotone with non-linearity q = 2, so that there exist two positive constants

M(K) and ν(K) such that ∀(x, p′) ∈ Ω×R′, with ‖p′‖ ≤ K, and ∀p′′, q′′ ∈ R′′,
we obtain:

‖a(x, p′, p′′)− a(x, p′, q′′)‖ ≤M(K) ‖p′′ − q′′‖ ,

(a(x, p′, p′′)− a(x, p′, q′′)|p′′ − q′′) ≥ ν(K) ‖p′′ − q′′‖2 .

Remark 8.1.1. We point out that the assumptions (E.1) — (E.5) are more general

than the one used by Campanato and Cannarsa in [7].

8.2 Main results

Let Ω be an open bounded set in R
n , n ≥ 2.

We say weak solution of the system (9.2) a function u ∈ Hm(Ω,RN)∩L∞(Ω,RN)

such that
∫

Ω

∑

|α|≤m
(aα(x,Du)|Dαϕ) dx = 0, ∀ϕ ∈ Hm

0 (Ω,RN) ∩ Hm−1,∞(Ω,RN). (8.2.1)

8.2.1 Local fractional differentiability results

Let us now state the local fractional differentiability results (see also [18]).

Theorem 8.2.1. If u ∈ Hm(Ω,RN) ∩ Cm−1,λ(Ω,RN), 0 < λ < 1, is a weak solution

of the system (8.1.1) and the assumptions (E.1) — (E.5) are satisfied, then

u ∈ Hm+ϑ
loc (Ω,RN), ∀ϑ ∈

(
0,
λ

2

)
, (8.2.2)

moreover, for every cube Q(4σ) ⊂⊂ Ω, we have the following inequality

|D′′u|2ϑ,Q(σ) ≤ c(ν,K, U, ϑ, λ, σ,m, n)


1 +

∑

|α|<m

‖fα‖0,1,Q(4σ) + |u|
2
m,Q(4σ)


 , (8.2.3)
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and p = {pα}|α|≤m, pα ∈ R
N , the generic point of R. If p ∈ R, we set p = (p′, p′′)

where p′ = {pα}|α|<m ∈ R′ =
∏
|α|<m R

N
α , p

′′ = {pα}|α|=m ∈ R′′ =
∏
|α|=m R

N
α , and

‖p‖2 =
∑

|α|≤m
‖pα‖2N , ‖p′‖2 =

∑

|α|<m

‖pα‖2N , ‖p′′‖2 =
∑

|α|=m

‖pα‖2N .

We consider, as usual,

Di =
∂

∂xi
, i = 1, . . . , n; Dα = Dα1

1 Dα2
2 . . . Dαn

n .

Let us consider the following differential nonlinear variational system of order 2m :

∑

|α|≤m
(−1)|α|Dα aα (x,Du) = 0 (8.1.1)

where aα(x, p) = aα(x, p′, p′′) are functions of Λ = Ω × R in R
N , satisfying the

following conditions:

(E.1) for every α and for every p ∈ R, the function x −→ aα(x, p), defined in Ω

having values in R
N , is measurable in x;

(E.2) for every α and for every x ∈ Ω, the function p −→ aα(x, p), defined in R
having values in R

N , is continuous in p;

(E.3) for every α, such that |α| < m, for every (x, p′, p′′) ∈ Ω ×R, with ‖p′‖N ≤ K,

we have:

‖aα(x, p′, p′′)‖ ≤M(K)


|fα(x)|+

∑

|α|=m

‖pα‖2N


 =M(K)

(
|fα(x)|+ ‖p′′‖2

)
,

where fα ∈ L1(Ω);

(E.4) for every x ∈ Ω, ∀y ∈ Q
(
x, 1√

n
dx

)
∀p′, q′ ∈ R′ , where ‖p′‖ , ‖q′‖ ≤ K and for

every p′′ ∈ R′′, we have:

‖a(x, p′, p′′)‖ ≤M(K) (1 + ‖p′′‖)

‖a(x, p′, p′′)− a(y, q′, p′′)‖ ≤M(K) (‖x− y‖+ ‖p′ − q′‖) (1 + ‖p′′‖) ;

where a (x, p) ≡ (aα(x, p))|α|=m and dx = dist ({x} , ∂Ω) > 0.



Chapter 8

Nonlinear elliptic systems

We continue the study of regularity properties for solutions of elliptic systems started

in [15] and continued in [18] (see also [16]), proving, in a bounded open set Ω of

R
n, local differentiability and partial Hölder continuity of the weak solutions u of

nonlinear elliptic systems of order 2m in divergence form

∑

|α|≤m
(−1)|α|Dα aα (x,Du) = 0.

Specifically, are generalized the results obtained by Campanato and Cannarsa, con-

tained in [7], under the hypothesis that the coefficient aα (x,Du) , are strictly mono-

tone with nonlinearity q = 2.

8.1 Problem formulation

Let us set m,N positive integers, α = (α1, . . . , αn) a multi-index and |α| = α1 +

. . .+ αn the order of α. We denote by R the Cartesian product

R =
∏

|α|≤m
R

N
α

102
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Theorem 7.2.2.. Let u ∈ H1,p(B(ρ),RN) for a, ρ > 0, 1 ≤ p < +∞ and N be a

positive integer. Then, for every τ ∈ (0, 1) and every h ∈ R, |h| < (1− τ)ρ, we have

‖τi,hu‖0,p,B(τρ) ≤ |h| ‖Diu‖0,p,B(ρ) , i = 1, 2, . . . , n.

Theorem 7.2.3. (see [30], [27]). Let N be a positive integer and Ω a cube of Rn. If

u ∈ Wm,r(Ω,RN) ∩ Cs,λ(Ω,RN),

with m ≥ 2, m integer, 1 < r <∞, s ≥ 0, s integer, 0 < λ < 1, s < m− 1, then, for

each integer j with s + λ < j < m, there exists two constants c1 and c2 (depending

on Ω,m, r, s, λ, j) such that

max
|α|=j

|Dαu|0,p,Ω ≤ c1

(
max
|α|=m

|Dαu|0,r,Ω
)δ

·
(
max
|α|=s

[Dαu]λ,Ω

)1−δ
+ c2 max

|α|=s
[Dαu]λ,Ω

where 1
p
= j

n
+ δ

(
1
r
− m

n

)
− (1− δ) s+λ

n
, ∀ δ ∈

[
j−s−λ
m−s−λ , 1

[
.

Theorem 7.2.4. (see [23]). Let N be a positive integer and Ω a cube of Rn. If

u ∈ Wm+θ,r(Ω,RN) ∩ Cs,λ(Ω,RN),

with m ≥ 1, m integer, 0 < θ < 1, 1 < r < ∞, s ≥ 0, s integer, 0 < λ < 1, s < m,

then, for each integer j with max(s+ λ,m+ θ − n
r
) < j < m+ θ, it results

u ∈ W j,p(Ω,RN)

and there exists a constant c (depending on Ω,m, θ, r, s, λ, j, n, δ) such that

‖u‖j,p,Ω ≤ c‖u‖δm+θ,r,Ω ‖u‖1−δCs,λ(Ω,RN )
,

where 1
p
= j

n
+ δ

(
1
r
− m+θ

n

)
− (1− δ) s+λ

n
, ∀δ ∈

[
j−s−λ

m+θ−s−λ , 1
[
with (1− δ)(s+λ)+

δ(m+ θ) non integer.
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Let k a positive integer, p ∈ [1,+∞[, ϑ ∈ (0, 1), in the following we will consider

the spaces

Lp(−T, 0, Hk,p(Ω,RN))

=

{
u(x, t)|u(·, t) ∈ Hk,p(Ω,RN) for a.e. t ∈ (−T, 0) and

∫ 0

−T
‖u(·, t)‖pk,p,Ω dt <∞

}

and

Lp(−T, 0, Hk+θ,p(Ω,RN))

=

{
u(x, t)|u(·, t) ∈ Hk+θ,p(Ω,RN) for a.e. t ∈ (−T, 0) and

∫ 0

−T
‖u(·, t)‖pk+θ,p,Ω dt <∞

}
.

Let us now state some properties useful in the sequel.

Let τ ∈]0, 1[, ρ and a two positive numbers and h ∈ R\ {0} , where |h| < (1− τ)ρ.
If u is a function from B(ρ)× (−a, 0) in R

N and X = (x, t) ∈ B(τρ)× (−a, 0), we set

τi,hu(X) = u(x+ hei, t)− u(X), i = 1, 2, . . . , n, (7.2.1)

where {ei}i=1,2,...,n is the canonic basis of Rn.

Let us now state the following results, proved in [20] and [30], useful to achieve

the main result of the note.

Theorem 7.2.1.. If u ∈ Lp(−a, 0, Lp(B(2ρ),RN )), a, ρ > 0, 1 < p < +∞, N

is a positive integer and exists M > 0 such that

∫ 0

−a
dt

∫

B(ρ)

‖ τi,h u ‖p dx ≤ |h|p M, ∀ |h| < (1− τ) ρ, ∀i = 1, . . . , n,

then u ∈ Lp(−a, 0, H1,p(B(ρ),RN )) and

∫ 0

−a
dt

∫

B(ρ)

‖Diu‖p dx ≤ M, ∀ i = 1, . . . , n.
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where q =
2(1 + ϑ)n

n− 2ϑλ
. Specifically

Di u ∈ Lp(Q(σ),RN), ∀1 ≤ p < q,

and is true the following inequality
∫

Q(σ)

∥∥∥Di u− (Di u)Q(σ)

∥∥∥
p

dx ≤ c(ϑ, n, p, q)(misQ(σ))1−
p
q [ u ]

pϑ
1+ϑ

λ,Q(σ)

n∑

j=1

|Dj u|
p

1+ϑ

ϑ,Q(σ) .

7.2 Parabolic systems: notations and preliminary

results

Let Ω be an bounded open set in R
n , n > 2, x = (x1, x2, . . . , xn) denotes a generic

point therein, 0 < T < ∞ and Q the cylinder Ω × (−T, 0), let N be a positive

integer. In Q we consider the following parabolic metric

d(X, Y ) = max{||x− y||n, |t− τ | 12}, X = (x, t), Y = (y, τ).

Let us set k a positive integer greater than 1, (·|·)k and ‖·‖k respectively the scalar

product and the norm in R
k. If there is no ambiguity we omit the index k.

Let k be a nonnegative integer and λ ∈]0, 1]. We denote by Ck,λ(Q,RN) the

subspace of Ck(Q,RN) of functions u : Q −→ R
N which satisfy a Hölder condition of

exponent λ, together with all their derivatives Dαu, |α| ≤ k. If u ∈ Ck,λ(Q,RN), then

we set

‖u‖Ck,λ(Q,RN ) =
∑

|α|≤k
sup
Q

‖Dαu‖N +
∑

|α|=k

[Dαu]λ,Q

where

[Dαu]λ,Q = sup
X,Y ∈Q
X 6=Y

‖Dαu(X)−Dαu(Y )‖N
dλ(X, Y )

< +∞, ∀α : |α| = k.

The space Ck,λ(Q,RN) is a Banach space, provided with the norm

‖u‖Ck,λ(Q,RN ) = ‖u‖Ck(Q,RN ) +
∑

|α|=k

[Dαu]λ,Q .
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Theorem 7.1.3. If u ∈ L2(Q(3σ),RN) and, for ϑ ∈ (0, 1), is finite

n∑

i=1

∫ 2σ

−2σ

dh

|h|1+2ϑ

∫

Q(σ)

‖τi,h u(x)‖2 dx,

then u ∈ Hϑ(Q(σ),RN) and

|u|2ϑ,Q(σ) ≤ c(n)
n∑

i=1

∫ 2σ

−2σ

dh

|h|1+2ϑ

∫

Q(σ)

‖τi,h u(x)‖2 dx .

We mention the following interpolation inequality, fundamental for the sequel of

the work (see e.g. [7], Appendix, Lemma 1).

Theorem 7.1.4. If u ∈ H1+ϑ(Q(σ),RN), for 0 < ϑ < 1, then

|u|1,Q(σ) ≤ c(n, ϑ)





(
n∑

i=1

|Di u|2ϑ,Q(σ)

) 1
2(1+ϑ)

‖u‖
ϑ

1+ϑ

0,Q(σ) + σ−1‖u‖0,Q(σ)



 .

Theorem 7.1.5. ([7], Appendix, Lemma 2). Let us consider u ∈ H1+ϑ(Q(σ),RN),

for 0 < ϑ < 1, then

n∑

i=1

‖Di u− (Di u)Q(σ)‖20,Q(σ) ≤ c(n, ϑ)

(
n∑

i=1

|Di u|2ϑ,Q(σ)

) 1
1+ϑ

‖u− uQ(σ)‖
2ϑ
1+ϑ

0,Q(σ).

Theorem 7.1.6. ([7], Lemma I.3). Let us set Ω,Ω1,Ω2, . . . ,Ωm m+1 bounded open

sets of R
n such that

m⋃
k=1

Ωk = Ω, σ and ϑ two positive real numbers, ϑ < 1 and

u ∈ Hϑ(Ωk,R
N), for every k = 1, 2, . . . ,m. Then, there exists a positive constant

c(ϑ, σ) such that

|u|2ϑ,Ω ≤ c(ϑ, σ)

{
‖u‖20,Ω +

m∑

k=1

∫

Ωk,σ∩Ω
dx

∫

Ωk

‖u(x)− u(y)‖2
‖x− y‖n+2ϑ

dy

}
,

where Ωk,σ, k = 1, 2, . . . ,m, is the set of points of Rn away from Ωk less than σ.

Theorem 7.1.7. (see [7], Teorema 2.I). If u ∈ H1+ϑ(Q(σ),RN) ∩ C0,λ(Q(σ),RN),

0 < ϑ ≤ 1 and 0 < λ ≤ 1. Then, for every t > 0 and every i = 1, 2, . . . , n, we have

mis
{
x ∈ Q(σ) :

∥∥∥Diu(x)− (Di u)Q(σ)

∥∥∥ > t
}
≤ cq(n, ϑ)

∑n

j=1 |Dj u|
q

1+ϑ

ϑ,Q(σ) · [u]
qϑ
1+ϑ

λ,Q(σ)

tq
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1, 2, . . . , n, then u ∈ H1,p(Q(tσ),RN) and

‖Diu‖0,p,Q(tσ) ≤M, ∀ i = 1, 2, . . . , n.

Theorem 7.1.2. (see e.g. [4], [15]). Let u ∈ H1,p(Q(σ),RN) for 1 ≤ p < +∞ and

N be a positive integer. Then, for every t ∈ (0, 1) and every h ∈ R, |h| < (1 − t)σ,

we have

‖τi,hu‖0,p,Q(tσ) ≤ |h| ‖Diu‖0,p,Q(σ) , i = 1, 2, . . . , n. (7.1.6)

7.1.3 Sobolev spaces with fractionary exponent Hk+ϑ,p

Let Ω be an open bounded set in R
n, ϑ ∈ (0, 1), p ∈ [1,+∞[ and N a positive integer.

Definition 7.1.2. We say that a function u defined in Ω having values in R
N belongs

to Hϑ,p(Ω,RN) if u ∈ Lp(Ω,RN) and is finite

|u|pϑ,p,Ω =

∫

Ω

dx

∫

Ω

‖u(x)− u(y)‖pN
‖x− y‖n+ϑp

n

dy.

Definition 7.1.3. If k is a nonnegative integer, we mean for Hk+ϑ,p(Ω,RN) the

subspace of Hk,p(Ω,RN) of functions u ∈ Hk,p(Ω,RN) such that

Dαu ∈ Hϑ,p(Ω,RN), ∀α : |α| = k.

We stress that Hk+ϑ,p(Ω,RN) is a Banach space equipped with the following norm

‖u‖k+ϑ,p,Ω =
(
‖u‖pk,p,Ω +

∑

|α|=k

|Dαu|pϑ,p,Ω
) 1

p

.

If p = 2, then we shall simply write Hk+ϑ(Ω,RN) and ‖u‖k+ϑ,Ω.

The result below is used recurrently throughout the paper (see the proof in [2],

Lemma II.3).
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7.1.2 Sobolev spaces

Definition 7.1.1 (Sobolev Spaces). (see e.g. [1], [21]). Let k and j be two positive

integers, k ≥ j. If p ∈ [1,+∞[ and u ∈ C∞(Ω,RN), so we set

|u|j,p,Ω =



∫

Ω

∑

|α|=j

‖Dαu‖pN dx




1
p

, ‖u‖k,p,Ω =

(
k∑

j=0

|u|pj,p,Ω

) 1
p

(7.1.3)

and denote respectively by Hk,p(Ω,RN) and Hk,p
0 (Ω,RN) the spaces obtained as clo-

sure of C∞(Ω,RN) and C∞0 (Ω,RN) regarding the norm ‖u‖k,p,Ω .
The spaces Hk,p(Ω,RN) and Hk,p

0 (Ω,RN) are known in literature as Sobolev Spaces.

We remark that H0,p(Ω,RN) = Lp(Ω,RN), 1 ≤ p < +∞. If p = 2, then we shall

simply write Hk(Ω,RN), Hk
0 (Ω,R

N), |u|j,Ω , ‖u‖k,Ω.

Let us now state some properties useful in the sequel.

We set, for x0 ∈ R
n and σ > 0, Q(σ) = Q(x0, σ) the cube of Rn defined by

{
x ∈ R

n :
∣∣xi − x0i

∣∣ < σ, i = 1, 2, . . . , n
}
, (7.1.4)

we also consider t ∈ (0, 1), σ > 0, h ∈ R\ {0} , where |h| < (1− t)σ.

If there is no ambiguity we only write the radius and not also the center of the cube.

Let u be a function defined in Q(σ) in R
N and x ∈ Q(tσ), we set

τi,hu(x) = u(x+ hei)− u(x), i = 1, 2, . . . , n, (7.1.5)

where {ei}i=1,2,...,n is the canonic basis of RN .

Let us now state Nirenberg’s Theorem (see [4], Chapt. I, Theorem 3.X.), useful

to achieve the main result of the note.

Theorem 7.1.1.. If u ∈ Lp(Q(σ),RN ), 1 < p < +∞, N is a positive integer

and exists M > 0 such that ‖ τi,h u ‖0,p,Q(tσ) ≤ M |h| , ∀ |h| < (1 − t) σ, i =
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Preliminaries

7.1 Some function spaces and preliminary results

Let Ω be an open bounded set in R
n , n ≥ 2, having diameter dΩ and boundary

∂ Ω, x = (x1, x2, . . . , xn) denotes a generic point therein. Let us set k a positive

integer greater than 1, (·|·)k and ‖·‖k respectively the scalar product and the norm

in R
k. If there is no ambiguity we omit the index k.

7.1.1 Hölder continuous functions

Let k be a nonnegative integer and λ ∈]0, 1]. We denote by Ck,λ(Ω,RN) the subspace

of Ck(Ω,RN) of functions u : Ω −→ R
N which satisfy a Hölder condition of exponent

λ, together with all their derivatives Dαu, |α| ≤ k; if u ∈ Ck,λ(Ω,RN), then

‖u‖Ck,λ(Ω,RN ) = sup
Ω

∑

|α|≤k
‖Dαu‖+

∑

|α|=k

[Dαu]λ,Ω (7.1.1)

where

[Dαu]λ,Ω = sup
x,y∈Ω
x 6=y

‖Dαu(x)−Dαu(y)‖N
‖x− y‖λn

< +∞, ∀α : |α| = k.

The space Ck,λ(Ω,RN) is a Banach space, provided with the norm

‖u‖Ck,λ(Ω,RN ) = ‖u‖Ck(Ω,RN ) +
∑

|α|=k

[Dαu]λ,Ω . (7.1.2)
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Let us also mention the considerable note by [25] where the authors prove that a

solution u of nonlinear parabolic systems of order 2 with natural growth and coeffi-

cients uniformly monotone in Du belongs to

L2(−a, 0, H2(B(σ),RN)) ∩H1(−a, 0, L2(B(σ),RN))

Results similar to those obtained by Marino and Maugeri in [23], with stronger

assumptions, are obtained by Naumann in [28] and by Naumann and Wolf in [29].

Let us also bear in mind the study made by Sergio Campanato in [8] on parabolic

systems in divergence form.

We want to finish this historical overview, concerning interior differentiability of

weak solutions, recalling the recent note [18] where similar results are achieved for

elliptic systems of order 2m.
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if, preliminarily, is not ensured the regularity

Diu ∈ L4(−a, 0, L4(B(σ),RN)), i = 1, . . . , n (6.0.5)

for every a ∈ (0, T ), and for every B(2σ) ⊂⊂ Ω,

The technique used in [12] allows the author to achieve, instead of (6.0.5), the

condition

Diu ∈ L2 (1+ θ)(−a, 0, L4(B(σ),RN)), i = 1, . . . , n,

for every a ∈ (0, T ), ∀B(σ) ⊂⊂ Ω and every θ ∈
(

n
n+4λ

, 1
)
, which is not enough to

ensure that is true (6.0.4)

In [23], under the same assumptions of the previous result [12], the differentiability

result (6.0.4) is proved, for u satisfying (6.0.3).

Key of this note is the use of interpolation theorems of Gagliardo-Nirenberg type.

The use of interpolation theory, made in [23] and in [25] with monotonicity as-

sumption and quadratic growth, has recently allowed Fattorusso and Marino to obtain

differentiability also for weak solutions of nonlinear parabolic systems of second order

having nonlinearity 1 < q < 2 (see for details [14]).

Inspired by the note mentioned above by Marino and Maugeri, in the present

note the authors extend differentiability properties to the case of parabolic systems

of order 2m. More precisely, let Ω be an open subset of Rn, n > 2, and 0 < T <∞,

aim of this note is to study, in the cylinder Q = Ω× (−T, 0), the problem of interior

local differentiability for solutions

u ∈ L2(−T, 0, Hm(Ω,RN)) ∩ Cm−1,λ(Q,RN), 0 < λ < 1

of the nonlinear parabolic systems of order 2m of variational type

∑

|α|≤m
(−1)|α|Dα aα (X,Du) +

∂ u

∂ t
= 0.

Using the above explained idea is proved the following local differentiability with

respect to the spatial derivatives

u ∈ L2(−a, 0, Hm+1(B(σ),RN))∩H1(−a, 0, L2(B(σ),RN)), ∀a ∈ (0, T ), ∀B(σ) ⊂⊂ Ω.
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and applying an iterative method we attain that

u ∈ Hm+ϑ
loc (Ω,RN) , ∀ 0 < ϑ < 1.

Therefore in paragraph 2.2 the main result (Theorem 8.2.4) allows us to reach the

differentiability (6.0.2) and in paragraph 2.3 using it, is established partial Hölder

regularity for the derivatives Dm+1u of the system (9.2) (see Theorem 8.4.1).

PARABOLICOThe study of regularity for solutions of partial differential equa-

tions and systems has received considerable attention over the last thirty years. On

the other hand little is known concerning parabolic systems in divergence form of or-

der 2m with quadratic growth and the corresponding analytic properties of solutions.

To such classes of systems our attention is devoted.

This note is a natural continuation of the study, carried out in the last decade

and a half, of embedding results of Gagliardo-Nirenberg type from which we deduce

local differentiability theorems, making use of interpolation theory in Besov spaces

(see e.g. [31] and [32]).

In this respect we mention at first the note [12] where the author proves that, let

Ω ⊂ R
n an open set, 0 < T < ∞ and Q = Ω × (−T, 0), x0 = (x01, x

0
2, . . . , x

0
n) ∈

Ω, ρ > 0 and B(ρ) = B(x0, ρ) = {x = (x1, x2, . . . , xn) : |xi−x0i | < ρ, i = 1, 2, . . . , n},
if

u ∈ L2(−T, 0, H1(Ω,RN)) ∩ C0,λ(Q,RN)), ∀0 < λ < 1 (6.0.3)

is a solution of a second order nonlinear parabolic system of variational type and under

the assumptions that the coefficients aα(x,Du) have quadratic growth is obtained that

u ∈ L2(−a, 0, H1+θ(B(σ),RN)),

for every a ∈ (0, T
2
), ∀θ ∈ (0, 1) and for each cube B(2 σ) ⊂⊂ Ω.

In the same paper Fattorusso stressed that it is not possible to improve this result

in such a way to achieve, for each solution u to the above system, the differentiability

u ∈ L2(−a, 0, H2(B(σ),RN)), (6.0.4)
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precisely exploiting natural growth and coefficients uniformly monotone in Du, at

first in [13], later the complete extension of the results contained in [7] is achieved

in [25]. The crucial step in the two mentioned papers by Fattorusso, Marino and

Maugeri is the use of interpolation estimates of Gagliardo-Nirenberg’s type in gen-

eralized Sobolev spaces. Recently, as announced in [26], the use of interpolation

inequalities allows, in [14], the authors to establish differentiability results for weak

solutions of nonlinear parabolic systems of second order endowed with nonlinearity

q ∈ (1, 2). The present note can be view as an extension from second order nonlinear

elliptic systems to order 2m of the results established by one of the authors in [15].

Thus we can see that nonlinear systems of second order in divergence form have

been extensively studied, much less depth if we talk about order 2m.

The aim of this note is to give an answer to the starting problem using as assump-

tions that the vectors aα(x,Du), |α| = m, are strictly monotone and endowed with

nonlinearity 2.

The technique used in this note to obtain Hölder regularity is not the classic

one, founded on representation formulas of solutions and their derivatives, it is based

on Campanato spaces Lp,λ. They allows us to characterize Hölder functions using

integral inequality and then it is very useful to study the regularity of weak solutions

of elliptic and parabolic equations and systems (see e.g. [20], [5], [8]).

We wish to recall the study made by Giusti in [19] where this technique is used

and appreciated.

This paper is organized as follows. In Section 1 we set the definitions of Sobolev

spaces and fractionary Sobolev spaces, as well as useful preliminary Gagliardo-Nirenberg

estimates. In Section 2 are established local differentiability results for weak solutions

of (9.2) in four steps. The heart of the paper is paragraph 2.1, where it is proved that

if u ∈ Hm(Ω,RN)∩Cm−1,λ(Ω,RN) (0 < λ < 1) is a weak solution of the system (9.2)

and some useful assumptions are satisfied, then u ∈ Hm+ϑ
loc (Ω,RN), ∀ϑ ∈

(
0, λ

2

)
, 0 <

λ < 1. Using this result we obtain that u ∈ Hm+ϑ′

loc (Ω,RN), ∀ϑ′ ∈
(
0, ϑ+ λ

2
(1− ϑ)

)
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systems of order 2m in divergence form

∑

|α|≤m
(−1)|α|Dα aα (x,Du) = 0 . (6.0.1)

Concerning the differentiability, if 0 < λ < 1 and u ∈ Hm(Ω,RN)∩Cm−1,λ(Ω,RN)

is a solution of system (9.2), we answer to the question of what conditions are required

for the vectors aα(x,Du), in order that

u ∈ Hm+1
loc (Ω,RN). (6.0.2)

In this chapter, we consider solutions of class Cm−1,λ(Ω,RN) because, as already

known, if we take solutions u ∈ Hm(Ω,RN) ∩ Hm−1,∞(Ω,RN), it is not possible in

general to ensure differentiability (6.0.2) for nonlinear elliptic systems of order 2m

even if the vectors aα(x,Du) are smooth.

A first answer to the above problem has been given in [7] where the authors prove

a result of local differentiability (6.0.2) for solutions of nonlinear elliptic systems of

order 2m with quadratic growth.

The same hypotheses used in [7] are applied to second order (m = 1) nonlinear

parabolic systems of variational type by Fattorusso in 1987 in the note [12] and

later by Marino and Maugeri in 1995 in [23] to extend the local differentiability

by Campanato and Cannarsa from the elliptic case to the parabolic one. The goal

is achieved making use of the interpolation theory in Besov spaces. Moreover, as

differentiability achievements allow Campanato and Cannarsa to obtain partial Hölder

continuity of the derivatives Dα u, |α| = m, similarly Marino and Maugeri obtain

in [22] a result of partial Hölder continuity for spatial gradient of the solution to the

parabolic system of second order.

We also mention the note [29] where comparable outcomes are obtained by Nau-

mann and Wolf.

Similar results concerned with interior differentiability of weak solutions u to non-

linear parabolic systems of second order are obtained using more general hypotheses,



Chapter 6

Introduction to PART 2:

Regularity properties of elliptic

and parabolic systems

In the second part of this Ph.D thesis, the regularity properties for solutions of non-

linear elliptic and parabolic systems are studied. In particular, I continue the study

started in my Master’s degree thesis (see [15]), where the local differentiability and

Hölder regularity for weak solutions of nonlinear elliptic systems of second order in

divergence form were dealt with. Firstly, a generalization of the results contained in

[15] from elliptic systems of the second order to nonlinear elliptic systems of order

2m in divergence form is presented. Secondly some results of [15] are extended from

elliptic systems to nonlinear parabolic systems of order 2m in divergence form. The

results contained in the second part of the present thesis, can also be seen in my

papers [16], [18] and [17].

Now, we analyze in detail the contents of subsequent chapters of this thesis.

Firstly, in Chapter 7, some preliminary questions, useful later in the paper, are dis-

cussed.

Then, in Chapter 8, we investigate in an open bounded Ω ⊂ R
n the problem of lo-

cal differentiability and Hölder regularity for weak solutions u of nonlinear elliptic
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By Lemma 5.2.1 we have

‖u(t2(s) + τ, x)− v(t2(s) + τ, x)‖ ≤ Cτ
1
2 eK(1+α3(τ,s))τs(1+η)ϑ‖ud +

δs1+η

s1+η
‖ϑ

= Cτ
1
2 eK(1+α3(τ,s))τs(1+η)ϑs(1+η)ϑ

(
‖ud‖ϑ + 1

)

= c(γ0, ϑ)τ
3s−3(1+η)

(
‖ud‖ϑ + 1

)
.

(5.3.21)

Then,

‖v(Tε, x)− ud‖ = ‖eα3τεz(τε, ·)− ud‖ = s−(1+η)
ε ‖z(τε, ·)− s1+η

ε ud‖

≤ s−(1+η)
ε

(
‖δs1+η

ε
‖+ ε

4
s1+η
ε

)
<
ε

2
.

Therefore

‖u(Tε, x) − ud‖ ≤ ‖u(Tε, x) − v(Tε, x)‖ + ‖v(Tε, x) − ud‖ < ε. (5.3.22)
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We can represent the solution of the linear problem (1.2.1) with α(t, x) = α3 and

v0 = s1+ηud + δs1+η , by Fourier’series, in the following way

v(t2(s) + τ, x) = eα3τ

∞∑

k=1

e−µkτ 〈u(t2(s), ·), Pk(·)〉1,aPk(x).

(5.3.18)

Let us consider

z(τ, x) :=
∞∑

k=1

e−µkτ 〈u(t2(s), ·), Pk(·)〉1,aPk(x).

Then,

z(τ, x) =
∞∑

k=1

(
e−µkτ − 1

)(∫ 1

−1
u(t2(s), r)Pk(r)dr

)
Pk(x) + s1+ηud + δs1+η

H1
a−→ s1+ηud + δs1+η as τ → 0+ .

(5.3.19)

Fix 0 < ε < 1,

• ∃sε ∈ (0, s0) such that
‖δs1+η

ε
‖1,a

s
1+η
ε

<
ε

4
;

• ∃τ(sε) > 0 such that

– Cτ
1
2
ε s

−K(1+η)
ε eKτ

(
‖ud‖ϑ1,a + 1

)
< ε

2

– ‖z(τε, ·)− s1+η
ε ud‖1,a ≤ ‖δs1+η

ε
‖1,a + ε

4
s1+η
ε .

Set Tε = t2(sε) + τ(sε). Let us define

α(t, x) = α3(sε) = −
ln(s1+η)

τ
= −1 + η

τ
ln s, ∀t ∈ [t2(sε), Tε], ∀x ∈ (−1, 1). (5.3.20)
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Thus, we have the following estimate

‖u(t2(s), ·)− s1+ηud(·)‖1,a ≤ ‖u(t2(s), ·)− v(t2(s), ·)‖1,a + ‖v(t2(s), ·)− s1+ηud(·)‖1,a

≤ C (t2(s)− t1(s))
1
2 eK(t2(s)−t1(s))‖su0 + δs‖ϑ1,a + Cs

−ηλ2
β s1+η

≤ C (t2(s)− t1(s))
1
2 s

ηK
β sϑ

∥∥∥∥u0 +
δs

s

∥∥∥∥
ϑ

1,a

+ Cs
−ηλ2

β s1+η

=≤ C

(
(t2(s)− t1(s))

1
2 s

ηK
β sϑ−1−η

∥∥∥∥u0 +
δs

s

∥∥∥∥
ϑ

1,a

+ s
−ηλ2

β ‖ud‖1,a
)
s1+η

≤ C
(
(t2(s)− t1(s))

1
2 s

ηK
β

+ϑ−1−η + s
−ηλ2

β

)
s1+η,

for every s ∈ (0, s0). (5.3.17)

Now, we have

t2(s)− t1(s) =
1

β
ln

(
sη ‖ud‖21,a

〈u0 + δs
s
, ud〉1,a

)
−→ +∞, as s→ 0+.

Since ηK

β
+ ϑ− 1− η > 0 by the choice of β, we have

(t2(s)− t1(s))
1
2 s

ηK
β

+ϑ−1−η =

(
1

β
ln

(
s1+η‖ud‖1,a
〈su0 + δs, ω1〉

)) 1
2

s
ηK
β

+ϑ−1−η −→ 0, as s→ 0+.

Defining

δs1+η(x) := u(t2(s), ·)− s1+ηud(·) x ∈ (−1, 1),

estimate (5.3.17) yields

‖δs1+η(·)‖1,a
s1+η

→ 0, as s→ 0+.

STEP. 3 Let τ > 0. On the interval (t2(s), T (s)), with T (s) = t2(s) + τ, we apply a

positive constant control α3(x) ≡ α3 (its value will be chosen below).
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that is, since ω1 =
ud

‖ud‖ ,

t2(s) = t1(s) +
1

β
ln

(
sη ‖ud‖21,a

〈u0 + δs
s
, ud〉1,a

)
. (5.3.13)

So, by (5.3.12) and the above estimates for ‖v(t2(s), ·)−s1+η ud(·)‖1,a and ‖rs(t2(s), ·)‖1,a
we conclude that

‖v(t2(s), ·)− s1+ηud(·)‖1,a ≤ e(−λ2+β)(t2(s)−t1(s))‖su0 + δs‖1,a

= e−λ2(t2(s)−t1(s)) s
1+η‖ud‖1,a
u1(s)

‖su0 + δs‖1,a = e−λ2(t2(s)−t1(s)) s
1+η‖ud‖1,a
z1(s)

∥∥∥∥u0 +
δs

s

∥∥∥∥
1,a

.

(5.3.14)

Then, by (5.3.13), we deduce that ∃s0 ∈ (0, s∗) such that

e−λ2(t2(s)−t1(s))‖u0 +
δs
s
‖1,a

z1(s)
=

(
sη‖ud‖1,a
z1(s)

)−λ2
β ‖u0 + δs

s
‖1,a

z1(s)
≤ Cs

−ηλ2
β , ∀s ∈ (0, s0).

From the above, the inequality (5.3.14) becomes

‖v(t2(s), ·)− s1+ηud(·)‖1,a ≤ cs
−ηλ2

β s1+η, ∀s ∈ (0, s0). (5.3.15)

Then, we can observe that

α2(t, x) = α∗(x) + β < 0, ∀t ∈ [t1(s), t2(s)], ∀x ∈ (−1, 1).

Thus, by Lemma 5.2.3, we deduce the following estimate

‖u(t2(s), ·)− v(t2(s), ·)‖1,a ≤ C (t2(s)− t1(s))
1
2 eK(t2(s)−t1(s))‖su0 + δs‖ϑ1,a. (5.3.16)

Then, by (5.3.13), we deduce that

eK(t2(s)−t1(s)) =

(
sη‖ud‖1,a
z1(s)

)K
β

≤ cs
ηK
β , ∀s ∈ (0, s0).
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The solution of (1.2.1), with α(t, x) = α∗(x)+β, t > t1(s), v0 = u0, has the following

representation in Fourier series (3)

v(t, x) =
∞∑

k=1

e(−λk+β)(t−t1(s))uk(s)ωk(x)

= eβ(t−t1(s))u1(s)ω1(x) +
∑

k>1

e(−λk+β)(t−t1(s))uk(s)ωk(x)

Let

rs(t, x) =
∑

k>1

e(−λk+β)(t−t1(s))uk(s)ωk(x)

where, −λk < −λ1 = 0, for every k ∈ N, k > 1 . Owing to (5.3.9),

‖v(t, ·)− s1+η ud‖1,a ≤
∥∥∥∥e

β(t−t1(s))u1(s)ω1 − ‖s1+η ud‖1,aω1

∥∥∥∥
1,a

+ ‖rs(t, x)‖1,a

=
∣∣eβ(t−t1(s))u1(s)− s1+η ‖ud‖1,a

∣∣+ ‖rs(t, x)‖1,a .

Since −λk < −λ2, ∀k > 2, applying Parseval’s equality we have

‖rs(t, x)‖21,a ≤ e2(−λ2+β)(t−t1(s))
∑

k>1

|uk(s)|2‖ωk(x)‖21,a

= e2(−λ2+β)(t−t1(s))
∑

k>1

|〈su0 + δs, ωk〉1,a|2 = e2(−λ2+β)(t−t1(s))‖su0 + δs‖21,a.

By (5.3.10) we obtain

∃s∗ ∈ (0, 1) : u1(s) = 〈su0 + δs, ω1〉1,a, ∀s ∈ (0, s∗). (5.3.11)

Then, we choose t2(s), t2(s) > t1(s) such that

eβ(t2(s)−t1(s))u1(s) = s1+η ‖ud‖1,a , (5.3.12)

3Observe that adding β ∈ R to the coefficient α∗ there is a shift of the eigenvalues corresponding
to α∗ from {−λk}k∈N to {−λk +β}k∈N, but the eigenfunctions remain the same for α∗ and α∗+β.
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STEP. 2 Now, we will steer the system from the initial state

u(t1(s), x) = s u0(x) + δs(x), x ∈ (−1, 1),

to an arbitrarily small neighborhood of the target state

s1+η ud, η ∈ (0, ϑ− 1) .

at some time t2(s). For this purpose, define

α2(x) = α∗(x) + β, ∀x ∈ (−1, 1),

with α∗(x) = − (a(x)udx(x))x
ud(x)

, x ∈ (−1, 1), and β = min{−‖α∗‖L∞(−1,1),− ηK

ϑ−1−η} − 1.

We denote by

{−λk}k∈N and {ωk}k∈N,

respectively, the eigenvalues and orthonormal eigenfunctions of the spectral problem

Aω = λω, with A = A0 + α∗I and D(A) = H2
a(−1, 1) ( see Lemma 3.2.6 ).

Recalling Lemma 2.3.5, we can see that

λ1 = 0 and ω1(x) =
ud(x)

‖ud‖1,a
> 0, ∀x ∈ (−1, 1) . (5.3.9)

Set

uk(s) := 〈u(t1(s), ·), ωk(·)〉1,a, ∀k ∈ N.

Thus,

uk(s) = s zk(s), where zk(s) := 〈u0 +
δs

s
, ωk〉1,a, ∀k ∈ N.

Then, by (5.3.9), we can observe that

z1(s) −→
1

‖ud‖
〈u0, ud〉1,a > 0 , as s→ 0. (5.3.10)
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(−1, 1). Now, we consider the linear problem (1.2.1) with α(t, x) ≡ α1(s), ∀t ∈

[0, t1(s)], and initial state v0 = u0. For t = t1(s), the solution v(t, x) of the linear

problem (1.2.1) has the following representation in Fourier’s series

v(t1(s), x) = eα1(s)t1(s)

∞∑

k=1

e−µkt1(s)〈u0, Pk〉1,aPk(x) = s z(t1(s), x), ∀x ∈ (−1, 1).

Therefore, by (5.3.2), we obtain

‖v(t1(s), ·)− su0(·)‖1,a = s ‖z(t1(s), ·)− u0(·)‖1,a ≤
s2

2
, (5.3.5)

Moreover, by Lemma 5.2.3, the choice of t1(s), and (5.3.3) we have

‖w(t1(s), ·)‖1,a = ‖u(t1(s), ·)− v(t1(s), ·)‖1,a

≤
√
t1(s)Ce

K t1(s)‖u0‖ϑ1,a ≤
s2

2
. (5.3.6)

From (5.3.5) and (5.3.6) we obtain

‖u(t1(s), ·)− su0‖1,a

≤ ‖u(t1(s), ·)− v(t1(s), ·)‖1,a + ‖v(t1(s), ·)− su0(·)‖1,a ≤ s2.

(5.3.7)

Let us define

δs(x) := u(t1(s), x)− su0(x), ∀x ∈ (−1, 1),

and observe that, in view of (5.3.7)

‖δs(·)‖1,a
s

−→ 0, as s→ 0. (5.3.8)

In this way, we have steered the system from the initial state u0 to the target state

su0 + δs at time t1(s).
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respectively, the eigenvalues and orthonormal eigenfunctions of the spectral problem

A0ω = µω, with A0 defined as in (3.1.4) ( see Lemma 3.2.6 ) (2).

Set

z(t, x) :=
∞∑

k=1

e−µkt〈u0, Pk〉1,aPk(x).

Since z ∈ H(QT ), one can observe that,

z(t, x) =
∞∑

k=1

(e−µkt − 1)〈u0, Pk〉1,aPk(x)

+ u0(x)
H1

a−→ u0(x), as t→ 0.

Fix any s ∈ (0, 1). Thus,

∃ t∗(s) > 0 such that ‖z(t, ·)− u0(·)‖1,a ≤
s

2
, ∀t ≤ t∗(s). (5.3.2)

Moreover,

∃ t̄(s) > 0 such that
√
teK t ≤ s2

2C‖u0‖ϑ1,a
, ∀t ≤ t̄(s), ∀α1 ∈ R, (5.3.3)

where C = C(α1, γ0, θ, ν, a), and K = K(γ0, θ, ν, a) are the constants of Lemma 5.2.3.

Now, set

t1(s) = min{t∗(s), t̄(s), 1},

and observe that t1(s) −→ 0, as s→ 0.

We select the following negative constant bilinear control

α(t, x) = α1(s) :=
ln s

t1(s)
< 0, ∀t ∈ [0, t1(s)], ∀x ∈ (−1, 1), (5.3.4)

that is, α1(s) is such that eα1(s)t1(s) = s.

On the interval (0, t1(s)), we apply the negative constant control α(t, x) = α1(s), ∀x ∈
2In the case a(x) = 1− x2, that is, where the principal part of the operator is that the Budyko-

Sellers model, the orthonormal eigenfunctions are reduced to Legendre polynomials, and the eigen-
values are µk = (k − 1)k, k ≥ 1.
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From the above inequality, applying Gronwall’s inequality we obtain

∫ 1

−1
(u−(t, x))2dx ≤ ν2T e

2‖α‖∞t

∫ 1

−1
(u−(0, x))2dx .

Since

u(0, x) = u0(x) ≥ 0 ,

we have

u−(0, x) = 0.

Therefore,

u−(t, x) = 0, ∀(t, x) ∈ QT .

From this, as we mentioned initially, it follows that

u(t, x) = u+(t, x) ≥ 0 ∀(t, x) ∈ QT .

5.3 Proof of main results

Proof. (of Theorem 5.1.1) Let us consider any nonnegative initial state u0, ud ∈

H1
a(−1, 1), ud ≥ 0, 〈u0, ud〉 >1,a 0 To prove Theorem 2.1 it is sufficient to con-

sider the set of target states

ud ∈ C∞([−1, 1]), ud > 0 on [−1, 1]. (5.3.1)

Indeed, every function ud ∈ L2(−1, 1), ud ≥ 0 can be approximated by a sequence of

strictly positive functions of class C∞([−1, 1]).

STEP. 1 We denote with

{−µk}k∈N and {Pk}k∈N,
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we obtain

∫ 1

−1

[
utu

− − (a(x)ux)xu
−] dx =

∫ 1

−1

[
αuu− + f(x, u)u−

]
dx. (5.2.4)

Recalling the definition u+ and u−, we have

∫ 1

−1
utu

−dx =

∫ 1

−1
(u+ − u−)tu

−dx = −
∫ 1

−1
(u−)tu

−dx = −1

2

d

dt

∫
(u−)2dx .

Integrating by parts and recalling that u− ∈ H1
a(−1, 1), we obtain the following

equality

∫ 1

−1
(a(x)ux)xu

− dx = [a(x)uxu
−]1−1 −

∫ 1

−1
a(x)ux(−u)x dx =

∫ 1

−1
a(x)u2x dx .

We also have ∫ 1

−1
αuu−dx = −

∫ 1

−1
α(u−)2dx.

Moreover, using (5.1.4) we have

∫ 1

−1
f(x, u)u− dx =

∫ 1

−1
f(x, u+ − u−)u− dx

=

∫ 1

−1
f(x,−u−)u− dx = −

∫ 1

−1
f(x,−u−)

(
−u−

)
dx

≥ −
∫ 1

−1
ν
(
−u−

)2
dx = −

∫ 1

−1
ν
(
u−

)2
dx

and therefore (5.2.4) becomes

−1

2

d

dt

∫ 1

−1
(u−)2dx+

∫ 1

−1
α(u−)2dx+

∫ 1

−1
ν
(
u−

)2
dx ≥

∫ 1

−1
a(x)u2x ≥ 0,

from which

d

dt

∫ 1

−1
(u−)2dx ≤ 2

∫ 1

−1
(α + ν) (u−)2dx ≤ 2 (‖α‖∞ + ν)

∫ 1

−1
(u−)2dx.
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Proceeding as in the proof of Lemma 3.2.5, and applying Corollary 3.2.2 and

Corollary 5.2.2 we obtain the following lemma.

Lemma 5.2.3. Let T > 0, ϑ > 1, ξa ∈ L2ϑ−1(−1, 1), α ∈ L∞(QT ) and u0 ∈

H1
a(−1, 1). Let u ∈ H(QT ) be the solution of (5.1.1) and v ∈ H(QT ) be the solu-

tion of (1.2.1) with the same coefficient α ∈ L∞(QT ) and initial state v0 = u0. Then,

the difference w = u− v satisfies

‖w(t, ·)‖1,a ≤
√
TCT e

K‖α+‖T‖u0‖ϑ1,a, ∀t ∈ [0, T ],

where K = K(γ0, θ, ν, a), K = K(α, γ0, θ, ν, a) and CT ≥ C0 = 1 ∀T ≥ 0.

Lemma 5.2.4. Let T > 0, α ∈ L∞(QT ), let u0 ∈ H1
a(−1, 1), u0(x) ≥ 0 a.e. x ∈

(−1, 1) and let u ∈ H(QT ) be the solution to the semilinear system





ut − (a(x)ux)x = α(t, x)u+ f(x, u) in QT = (0, T )× (−1, 1)

a(x)ux(t, x)|x=±1 = 0 t ∈ (0, T )

u(0, x) = u0(x) x ∈ (−1, 1) .

Then

u(t, x) ≥ 0, ∀(t, x) ∈ QT .

Proof. Let u ∈ H(QT ) be the solution to the system (5.1.1). It is sufficient to prove

that

u−(t, x) ≡ 0 in QT .

Multiplying both members of the equation in (5.1.1) by u− and integrating on (−1, 1)
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Then, we have

‖w‖2B(Qt) ≤ 2‖α+‖∞
∫ t

0

‖w‖2B(Qs) ds +
1

2
‖w‖2B(Qt)

+ c(γ0, ϑ, a)T
3
2 ‖u‖2ϑH(QT ), t ∈ (0, T ).

From wich, we deduce

1

2
‖w‖2B(Qt) ≤ 2‖α+‖∞

∫ t

0

‖w‖2B(Qs) ds

+ c(γ0, ϑ, a)T
3
2 ‖u‖2ϑH(QT ), t ∈ (0, T ).

Applying Gronwall’s inequality we have

‖w‖2B(Qt) ≤ c(γ0, ϑ, a)T
3
2 e4‖α

+‖∞ T‖u‖2ϑH(QT ), t ∈ (0, T ).

By the previous lemma and applying Lemma 3.2.5

Corollary 5.2.2. Let T > 0, ϑ > 1, ξa ∈ L2ϑ−1(−1, 1), α ∈ L∞(QT ) and u0 ∈

H1
a(−1, 1). Let u ∈ H(QT ) be the solution of (5.1.1) and v ∈ H(QT ) be the solution

of (1.2.1) with the same coefficient α ∈ L∞(QT ) and initial state v0 = u0. Then, the

difference w = u− v belongs to H(QT ) and satisfies

‖w‖B(QT ) = ‖u− v‖B(QT ) ≤ K1(‖u0‖1,a)T
3
4 eK2 T‖u0‖ϑ1,a,

where K1(‖u0‖1,a) = c(α, γ0, θ, ν, a) (k1(‖u0‖1,a))ϑ for some positive constant

c(α, γ0, θ, ν, a), k1(‖u0‖1,a) is the constant given by Lemma 3.2.5, and

K2 =
ϑ
2
+ 2‖α+‖∞ + (ν + ‖α+‖∞)ϑ2 (α+denotes the positive part of α ).
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Hölder’s inequality , we have

∫ t

0

ds

∫ 1

−1
|f(x, u)||w|dx ≤ γ0

∫ t

0

ds

∫ 1

−1
|u|ϑ|w|dx

≤ γ0‖u‖ϑL2ϑ(Qt)
‖w‖L2(Qt).

Thanks to the assumptions (5.1.5), i.e ξa ∈ L2ϑ−1(−1, 1) ⊆ L1(−1, 1), we can apply

the Lemma 3.1.2, then we have

‖w‖L2(Qt) ≤ c(a)t
1
4 ‖w‖B(Qt). (5.2.2)

Then, being ξa ∈ L2ϑ−1(−1, 1), by Corollary 3.1.4 we have

‖u‖ϑL2ϑ(Qt)
≤ c(ϑ, a) t

1
2 ‖u‖ϑH(Qt) (5.2.3)

Then, by (5.2.2) and (5.2.3), applying Young’s inequality, we obtain

∫ t

0

ds

∫ 1

−1
|f(x, u)||w|dx ≤ γ0‖u‖ϑL2ϑ(Qt)

‖w‖L2(Qt)

≤ γ0c(ϑ, a) t
1
2 t

1
4 ‖u‖ϑH(Qt) ‖w‖B(Qt)

≤ γ0c(ϑ, a)T
3
4 ‖u‖ϑH(QT ) ‖w‖B(Qt)

≤ c(γ0, ϑ, a)T
3
2 ‖u‖2ϑH(QT ) +

1

4
‖w‖2B(Qt).

So, for every t ∈ (0, T ), we obtain

‖w(t, ·)‖2L2(−1,1) + 2

∫ t

0

ds

∫ 1

−1
aw2

x dx

≤ 2‖α+‖∞
∫ t

0

‖w(s, ·)‖2L2(−1,1) ds +
1

2
‖w‖2B(Qt) + c(γ0, ϑ, a)T

3
2 ‖u‖2ϑH(QT )

≤ 2‖α+‖∞
∫ t

0

‖w‖2B(Qs) ds +
1

2
‖w‖2B(Qt) + c(γ0, ϑ, a)T

3
2 ‖u‖2ϑH(QT ) .



71

Proof. Let us consider the difference between the solution u of (5.1.1) and the solution

v of (1.2.1), with the same coefficient α and initial state v0 = u0.

Given

w(t, x) = u(t, x)− v(t, x) in QT ,

w(t, x) is solution of the following system





wt − (awx)x = αw + f(x, u) in QT

a(x)wx(t, x)|x=±1 = 0

w(0, x) = 0 .

(5.2.1)

Multiplying by w both members of the equation in (5.2.1) we obtain

wtw − (a(x)wx)xw = αw2 + f(x, u)w

and therefore integrating on (−1, 1), we deduce that

1

2

d

dt

∫ 1

−1
w2dx+

∫ 1

−1
aw2

xdx =

∫ 1

−1
αw2dx+

∫ 1

−1
f(x, u)wdx

≤
∫ 1

−1
α+w2dx+

∫ 1

−1
|f(x, u)||w|dx

≤ ‖α+‖∞
∫ 1

−1
w2dx+

∫ 1

−1
|f(x, u)||w|dx .

Fixing t ∈ (0, T ) and integrating on (0, t), we obtain

‖w(t, ·)‖2L2(−1,1) + 2

∫ t

0

ds

∫ 1

−1
aw2

x dx

≤ 2‖α+‖∞
∫ t

0

‖w(t, ·)‖2L2(−1,1) ds + 2

∫ t

0

ds

∫ 1

−1
|f(x, u)||w|dx .

Since u, v ∈ H(QT ) and therefore w = u − v belongs to H(QT ), by (5.1.2) and
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In the following, we suppose that the semilinear system (5.1.1)





ut − (a(x)ux)x = α(t, x)u+ f(x, u) in QT = (0, T )× (−1, 1)

a(x)ux(t, x)|x=±1 = 0 t ∈ (0, T )

u(0, x) = u0(x) x ∈ (−1, 1) .

satisfies the assumptions (A.1) − (A.4) . We also recall the associated linear system

(1.2.1) 



vt − (a(x)vx)x = α(t, x)v in QT = (0, T )× (−1, 1)

a(x)vx(t, x)|x=±1 = 0 t ∈ (0, T )

v(0, x) = v0(x) x ∈ (−1, 1) ,

where v0 ∈ H1
a(−1, 1), α(t, x) and the diffusion coefficient a(x) satisfy respectively

the assumption (A.2) and (A.4). In particular, in the following we assume that the

coefficient a(x) of the associated linear system (1.2.1) is the same as the semilinear

system (5.1.1).

Lemma 5.2.1. Let T > 0, ϑ > 1, ξa ∈ L2ϑ−1(−1, 1), α ∈ L∞(QT ) and u0 ∈ H1
a(−1, 1).

Let u ∈ H(QT ) be the solution of (5.1.1) and v ∈ H(QT ) be the solution of (1.2.1)

with the same control α ∈ L∞(QT ) and initial state v0 = u0. Then, the difference

w = u− v belongs to H(QT ) and satisfies

‖w‖B(QT ) = ‖u− v‖B(QT ) ≤ c(γ0, ϑ, a)T
3
4 e2‖α

+‖∞ T‖u‖ϑH(QT ),

where α+denotes the positive part of α, and c(γ0, ϑ, a) is a positive constant.
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We are interested in studying the multiplicative controllability of (5.1.1) by the

bilinear control α(t, x).

5.1.2 Main result

Let us start with the following definition.

Definition 5.1.1. We say that a function α ∈ L∞(QT ) is piecewise static, if α(·, x)

is piecewise constant in t and α(t, ·) ∈ L∞(−1, 1), t ∈ (0, T ).

The global approximate controllability result is obtained for the semilinear system

(5.1.1) in the following theorem.

Theorem 5.1.1. For any ud ∈ H1
a(−1, 1), ud ≥ 0 and any u0 ∈ H1

a(−1, 1) such that

〈u0, ud〉1,a > 0, (5.1.6)

for every ε > 0, there are T = T (ε, u0, ud) ≥ 0 and a piecewise static bilinear control

α(t, x) ∈ L∞(QT ) such that

‖u(T, ·)− ud‖1,a ≤ ε .

In the following, we will sometimes use ‖ · ‖ instead of ‖ · ‖L2(−1,1), and ‖ · ‖∞ instead

of ‖ · ‖L∞(QT ).

5.2 Some useful lemmas

In this section I prove some useful results for the proof of the main theorem obtained

in collaboration with P. Cannarsa in [10].
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(A.4) a ∈ C1([−1, 1]) is such that

• a(x) > 0 ∀ x ∈ (−1, 1), a(−1) = a(1) = 0

• the function ξa(x) =
∫ x

0
ds
a(s)

satisfies the following

ξa ∈ L2ϑ−1(−1, 1). (5.1.5)

Remark 5.1.1. • If f(x, u) belongs to the space C1(R), with respect to u, a suffi-

cient condition for the assumption (5.1.3) is that, for some ϑ > 1 and γ1 > 0,

|fu(x, u)| ≤ γ1|u|ϑ−1 for a.e. x ∈ (−1, 1), ∀u ∈ R.

• The assumption (5.1.4) is more general than the classical sign assumption
∫ 1

−1 f(x, u)u dx ≤ 0,(1) indeed the last condition is equivalent to f(x, u) u ≤

0, for a.e. x ∈ (−1, 1), ∀u ∈ R.

• 1
a
6∈ L1(−1, 1), so a(·) is strongly degenerate.

• The principal part of the operator in (5.1.1) coincides with that of the Budyko-

Sellers model for a(x) = 1 − x2. In this case, ξa(x) = 1
2
ln

(
1+x
1−x

)
,so ξa ∈

Lp(−1, 1), for every p ≥ 1.

Example 5.1.1. An example of function f that satisfies the assumptions (A.3) is the

following

f(x, u) = c(x)min{|u|ϑ−1, 1}u− |u|ϑ−1u,

where c(·) ∈ L∞(−1, 1).
1This integral condition is used by A. Khapalov in [29], in the uniformly parabolic case, but also

there it can be generalized by a condition similar to (5.1.4).
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(−1, 1) by means of the bilinear control α(t, x))





ut − (a(x)ux)x = α(t, x)u+ f(x, u) in QT := (0, T )× (−1, 1)

a(x)ux(t, x)|x=±1 = 0 t ∈ (0, T )

u(0, x) = u0(x) x ∈ (−1, 1) .

(5.1.1)

under the following assumptions:

(A.1) u0 ∈ H1
a(−1, 1);

(A.2) α ∈ L∞(QT );

(A.3) f : (−1, 1)×R→ R is a Carathéodory function (i.e. f is Lebesgue measurable

in x for every u ∈ R, and continuous in u for almost every x ∈ (−1, 1)) such

that

• there exist ϑ > 1, γ0 > 0 and γ1 > 0 such that

|f(x, u)| ≤ γ0 |u|ϑ, for a.e. x ∈ (−1, 1), ∀u ∈ R , (5.1.2)

|f(x, u)− f(x, v)|

≤ γ1
(
1 + |u|ϑ−1 + |v|ϑ−1

)
|u− v|, for a.e. x ∈ (−1, 1), ∀u, v ∈ R;

(5.1.3)

• there exists a nonnegative constant ν such that

f(x, u) u ≤ ν u2, for a.e. x ∈ (−1, 1), ∀u ∈ R . (5.1.4)

Below we will put νT = eνT ;



Chapter 5

Controllability of nonlinear

problems

In this chapter we study the global approximate multiplicative controllability for a

semilinear degenerate parabolic Cauchy-Neumann problem (see also [10]).

We will show that this system can be steered in H1
a(−1, 1) from any nonzero, initial

state u0 ∈ H1
a(−1, 1) into any neighborhood of any desirable nonnegative target-state

ud ∈ H1
a(−1, 1) such that 〈u0, ud〉1,a > 0, by bilinear piecewise static controls.

5.1 Notation and main results

5.1.1 Problem formulation

Given T > 0, let us consider the control system (Cauchy-Neumann strongly degener-

ate boundary semilinear problem in divergence form, governed in the bounded domain

66
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Then, it is possible choose βε so that

eβεTε

∫ 1

−1
v0ω1dx = ‖vd‖ ,

that is, since ω1 =
vd
‖vd‖ ,

βε =
1

Tε
ln

( ‖vd‖2∫ 1

−1 v0vddx

)
. (4.2.9)

So, by (4.2.7), (4.2.9) and the above estimates for ‖v(Tε, ·)− vd(·)‖ and ‖r(Tε, ·)‖ we

conclude that

‖v(Tε, ·)− vd(·)‖ ≤ e(−λ2+βε)Tε‖v0‖ = e−λ2Tε
‖vd‖2∫ 1

−1 v0vddx
‖v0‖ = ε .

From which we have the conclusion.

Proof. (of Theorem 4.2.2) The proof of Theorem 4.2.1 can be adapted to Theorem

4.2.2, keeping in mind that, in STEP.3, inequality (4.2.8) continues to hold in this

new setting. In fact we have

∫ 1

−1
v0(x)ω1(x)dx =

∫ 1

−1
v0(x)

vd(x)

‖vd‖
dx =

=
1

‖vd‖

∫ 1

−1
v0vddx > 0, by assumptions (5.1.6).

From this point on, one can proceed as in the proof of Theorem 4.1.1.
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the following Fourier series representation (4)

v(t, x) =
∞∑

k=1

e(−λk+β)t

(∫ 1

−1
v0(s)ωk(s)ds

)
ωk(x) =

= eβt
(∫ 1

−1
v0(s)ω1(s)ds

)
ω1(x) +

∑

k>1

e(−λk+β)t

(∫ 1

−1
v0(s)ωk(s)ds

)
ωk(x)

Let

r(t, x) =
∑

k>1

e(−λk+β)t

(∫ 1

−1
v0(s)ωk(s)ds

)
ωk(x)

where, recalling that λk < λk+1, we obtain

−λk < −λ1 = 0 for ever k ∈ N, k > 1 .

Owing to (5.3.9),

‖v(t, ·)− vd‖ ≤
∥∥∥∥e

βt

(∫ 1

−1
v0(s)ω1(s)ds

)
ω1 − ‖vd‖ω1

∥∥∥∥+ ‖r(t, x)‖=

=

∣∣∣∣e
βt

(∫ 1

−1
v0(x)ω1(x)dx

)
− ‖vd‖

∣∣∣∣+ ‖r(t, x)‖

Since −λk < −λ2, ∀k > 2, applying Parseval’s equality we have

‖r(t, x)‖2 ≤ e2(−λ2+β)t
∑

k>1

∣∣∣∣
∫ 1

−1
v0ωkds

∣∣∣∣
2

‖ωk(x)‖2 =

= e2(−λ2+β)t
∑

k>1

〈v0, ωk〉2 = e2(−λ2+β)t‖v0‖2.

Fixed ε > 0, we choose Tε > 0 such that

e−λ2Tε = ε

∫ 1

−1 v0vddx

‖v0‖‖vd‖2
. (4.2.7)

Since v0 ∈ L2(−1, 1), v0 ≥ 0 and v0 6≡ 0 in (−1, 1) and by (4.2.6), we obtain

〈v0, ω1〉 =
∫ 1

−1
v0(x)ω1(x)dx > 0. (4.2.8)

4Observe that adding β ∈ R in the coefficient α∗ there is a shift of the eigenvalues corresponding
to α∗ from {−λk}k∈N to {−λk +β}k∈N, but the eigenfunctions remain the same for α∗ and α∗+β.
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Indeed, regularizing by convolution, every function vd ∈ L2(−1, 1), vd ≥ 0 can be

approximated by a sequence of strictly positive C∞([−1, 1])− functions.

STEP.2 Taking any nonzero, nonnegative initial state v0 ∈ L2(−1, 1) and any target

state vd as described in (4.2.4) in STEP.1, let us set

α∗(x) = −
(a(x)vdx(x))x

vd(x)
, x ∈ (−1, 1). (4.2.5)

Then, by (5.3.1),

α∗(x) ∈ L∞(−1, 1) .

We denote by

{−λk}k∈N and {ωk}k∈N,

respectively, the eigenvalues and orthonormal eigenfunctions3 of the spectral problem

Aω + λω = 0, with A = A0 + α∗I (see Lemma ??).

We can see, by Lemma ??, that

λ1 = 0 and ω1(x) =
vd(x)

‖vd‖
> 0, ∀x ∈ (−1, 1) . (4.2.6)

STEP.3 Let us now choose the following static bilinear control

α(x) = α∗(x) + β, ∀x ∈ (−1, 1), with β ∈ R (β to be determined below).

The corresponding solution of (4.2.1), for this particular bilinear coefficient α, has

3As first eigenfunction we take the one which is positive in (−1, 1).
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and therefore (4.2.3) becomes

−1

2

d

dt

∫ 1

−1
(v−)2dx+

∫ 1

−1
α(v−)2dx =

∫ 1

−1
a(x)v2x ≥ 0,

from which

d

dt

∫ 1

−1
(v−)2dx ≤ 2

∫ 1

−1
α(v−)2dx ≤ 2‖α‖∞

∫ 1

−1
(v−)2dx.

From the above inequality, applying Gronwall’s lemma we obtain

∫ 1

−1
(v−(t, x))2dx ≤ e2t‖α‖∞

∫ 1

−1
(v−(0, x))2dx .

Since

v(0, x) = v0(x) ≥ 0 ,

we have

v−(0, x) = 0.

Therefore,

v−(t, x) = 0, ∀(t, x) ∈ QT .

From this, as we mentioned initially, it follows that

v(t, x) = v+(t, x) ≥ 0 ∀(t, x) ∈ QT .

We are now ready to prove our main result.

Proof. (of Theorem 4.2.1)

STEP.1 To prove Theorem 4.2.1 it is sufficient to consider the set of target states

vd ∈ C∞([−1, 1]), vd > 0 on [−1, 1]. (4.2.4)
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(−1, 1) and let v ∈ B(0, T ) be the solution to the linear system




vt − (a(x)vx)x = α(t, x)v in QT = (0, T )× (−1, 1)

a(x)vx(t, x)|x=±1 = 0 t ∈ (0, T )

v(0, x) = v0(x) x ∈ (−1, 1) .

Then

v(t, x) ≥ 0, ∀(t, x) ∈ QT .

Proof. Let v ∈ B(0, T ) be the solution to the system (4.2.1), and we consider the

positive-part and the negative-part. It is sufficient to prove that

v−(t, x) ≡ 0 in QT .

Multiplying both members equation of the problem (4.2.1) by v− and integrating it

on (−1, 1) we obtain

∫ 1

−1

[
vtv

− − (a(x)vx)xv
− − αvv−

]
dx = 0. (4.2.3)

Recalling the definition v+ and v−, we obtain

∫ 1

−1
vtv

−dx =

∫ 1

−1
(v+ − v−)tv

−dx = −
∫ 1

−1
(v−)tv

−dx = −1

2

d

dt

∫
(v−)2dx .

Integrating by parts and applying Theorem 2.1.1, we obtain v− ∈ H1
a(−1, 1) and the

following equality

∫ 1

−1
(a(x)vx)xv

− dx = [a(x)vxv
−]1−1 −

∫ 1

−1
a(x)vx(−v)x dx =

∫ 1

−1
a(x)v2x dx .

We also have ∫ 1

−1
αvv−dx = −

∫ 1

−1
α(v−)2dx
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Theorem 4.2.1. The linear system (4.2.1) is nonnegatively approximately control-

lable in L2(−1, 1) by means of static controls in L∞(−1, 1). Moreover, the correspond-

ing solution to (4.2.1) remains nonnegative at all times.

Then the results present in Theorem 4.2.1 can be extended to a larger class of

initial states.

Theorem 4.2.2. For any vd ∈ L2(−1, 1), vd ≥ 0 and any v0 ∈ L2(−1, 1) such that

∫ 1

−1
v0vddx > 0, (4.2.2)

for every ε > 0, there are T = T (ε, v0, vd) ≥ 0 and a static bilinear control, α =

α(x), α ∈ L∞(−1, 1) such that

‖v(T, ·)− vd‖L2(−1,1) ≤ ε .

Remark 4.2.2. The solution v(t, x) of the problem (4.2.1) in the assumptions of The-

orem 4.1.2 does not remain nonnegative in QT , like in Theorem 4.1.1, but it can also

assume negative values.

4.2.3 Proofs of main results.

For the proof of Theorem 4.2.1 the following Lemma is necessary.

Lemma 4.2.3. Let T > 0, α ∈ L∞(QT ), let v0 ∈ L2(−1, 1), v0(x) ≥ 0 a.e. x ∈
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Remark 4.2.1. We observe that

1. 1
a
6∈ L1(−1, 1), so a(x) is strongly degenerate

2. the principal part of the operator in (4.2.1) coincides with that of the Budyko-

Sellers model for a(x) = 1− x2. In this case A(x) = 1
2
ln

(
1+x
1−x

)
∈ L1(−1, 1)

3. a sufficient condition for 3.b) is that a′(±1) 6= 0 (if a ∈ C2([−1, 1]) the above

condition is also necessary).

We are interested in studying the multiplicative controllability of problem (4.2.1)

by the bilinear control α(t, x). In particular, for the above linear problem, we will

discuss results guaranteeing global nonnegative approximate controllability in large

time (for multiplicative controllability see [29, 32, 13]).

Now we recall one definition from control theory.

Definition 4.2.1. We say that the system (4.2.1) is nonnegatively globally ap-

proximately controllable in L2(−1, 1), if for every ε > 0 and for every nonnegative

v0(x), vd(x) ∈ L2(−1, 1) with v0 6≡ 0 there are a T = T (ε, v0, vd) and a bilinear con-

trol α(t, x) ∈ L∞(QT ) such that for the corresponding solution v(t, x) of (4.2.1) we

obtain

‖v(T, ·)− vd‖L2(−1,1) ≤ ε .

In the following, we will sometimes use ‖ · ‖ instead of ‖ · ‖L2(−1,1).

4.2.2 Main goals.

In this work at first the nonnegative global approximate controllability result is ob-

tained for the linear system (4.2.1) in the following theorem.
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with the bilinear control α(t, x) ∈ L∞(QT ). The problem is strongly degenerate in the

sense that a ∈ C1([−1, 1]), positive on (−1, 1), is allowed to vanish at ±1 provided

that a certain integrability condition is fulfilled. We will show that the above system

can be steered in L2(−1, 1) from any nonzero, nonnegative initial state into any

neighborhood of any desirable nonnegative target-state by bilinear static controls.

Moreover, we extend the above result relaxing the sign constraint on v0.

4.2.1 Problem formulation

Let us consider the following Cauchy-Neumann strongly degenerate boundary linear

problem in divergence form, governed in the bounded domain (−1, 1) by means of

the bilinear control α(t, x)





vt − (a(x)vx)x = α(t, x)v in QT = (0, T )× (−1, 1)

a(x)vx(t, x)|x=±1 = 0 t ∈ (0, T )

v(0, x) = v0(x) x ∈ (−1, 1) .

(4.2.1)

We assume that

1. v0 ∈ L2(−1, 1)

2. α ∈ L∞(QT )

3. a ∈ C1([−1, 1]) satisfies

(a) a(x) > 0 ∀ x ∈ (−1, 1), a(−1) = a(1) = 0

(b) A ∈ L1(−1, 1), where A(x) =
∫ x

0
ds
a(s)

.
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Then, it is possible choose δε so that

eδεTε〈v0, ω1〉 = ‖vd‖,

that is, since ω1 =
vd
‖vd‖ ,

δε =
1

Tε
ln

( ‖vd‖2
〈v0, vd〉

)
. (4.1.12)

So, by (4.1.8)− (4.1.10) and (5.3.13) we conclude that

‖v(Tε, ·)− vd(·)‖ ≤ e(−λ2+δε)Tε‖v0‖ = e−λ2Tε
‖vd‖2
〈v0, vd〉

‖v0‖ = ε .

From which we have the conclusion.

Proof. (of Theorem 4.1.2) The proof of Theorem 4.1.1 can be adapted to Theorem

4.1.2, keeping in mind that, in STEP.3, inequality (5.3.11) continues to hold in this

new setting. In fact we have

〈v0, ω1〉 =
1

‖vd‖
〈v0, vd〉 > 0, by assumptions (5.1.6).

From this point on, one can proceed as in the proof of Theorem 4.1.1.

4.2 Strongly degenerate problems

In this section we study the global approximate multiplicative controllability for the

linear degenerate parabolic Cauchy-Neumann problem




vt − (a(x)vx)x = α(t, x)v in QT = (0, T )× (−1, 1)

a(x)vx(t, x)|x=±1 = 0 t ∈ (0, T )

v(0, x) = v0(x) x ∈ (−1, 1) ,
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and α∗ + δ.

The corresponding solution of (5.1.1), for this particular bilinear coefficient α, has

the following Fourier series representation

v(t, x) =
∞∑

k=1

e(−λk+δ)t〈v0, ωk〉ωk(x)

= eδt〈v0, ω1〉ω1(x) +
∑

k>1

e(−λk+δ)t〈v0, ωk〉ωk(x) .

Let

r(t, x) =
∑

k>1

e(−λk+δ)t〈v0, ωk〉ωk(x)

where, recalling that λk < λk+1, we obtain

−λk < −λ1 = 0 for ever k ∈ N, k > 1 .

Owing to (4.1.7),

‖v(t, ·)− vd‖ ≤
∥∥∥∥e

δt〈v0, ω1〉ω1 − ‖vd‖ω1

∥∥∥∥+ ‖r(t, x)‖

=
∣∣eδt〈v0, ω1〉 − ‖vd‖

∣∣+ ‖r(t, x)‖ . (4.1.8)

Since −λk < −λ2, ∀k > 2, applying Bessel’s inequality we have

‖r(t, x)‖2 ≤ e2(−λ2+δ)t
∑

k>1

|〈v0, ωk〉|2‖ωk(x)‖2

= e2(−λ2+δ)t
∑

k>1

〈v0, ωk〉2 ≤ e2(−λ2+δ)t‖v0‖2. (4.1.9)

Fixed ε > 0, we choose Tε > 0 such that

e−λ2Tε = ε
〈v0, vd〉
‖v0‖‖vd‖2

. (4.1.10)

Since v0 ∈ L2(−1, 1), v0 ≥ 0 and v0 6≡ 0 in (−1, 1) and by (4.1.7), we obtain

〈v0, ω1〉 =
∫ 1

−1
v0(x)ω1(x)dx > 0. (4.1.11)
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Finally, since (a(x)ω̄1x(x))x
ω̄1(x)

= −λ̄1 ∀x ∈ (−1, 1) (2), we have

(a v̄εdx)x
v̄εd

∈ L∞(−1, 1) .

STEP.2 Taking any nonzero, nonnegative initial state v0 ∈ L2(−1, 1) and any target

state vd as described in (5.3.1) in STEP.1, let us set

α∗(x) = −
(a(x)vdx(x))x

vd(x)
, x ∈ (−1, 1). (4.1.6)

Then, by (5.3.1),

α∗ ∈ L∞(−1, 1) .

We denote by

{−λk}k∈N and {ωk}k∈N,

respectively, the eigenvalues and orthonormal eigenfunctions of the spectral problem

Aω + λω = 0, with A = A0 + α∗I (see Lemma 3.2.6), where as first eigenfunction we

take the one which is positive in (−1, 1).

We can see, by Lemma 2.3.5, that

λ1 = 0 and ω1(x) =
vd(x)

‖vd‖
> 0, ∀x ∈ (−1, 1) . (4.1.7)

STEP.3 Let us now choose the following static bilinear control

α(x) = α∗(x) + δ, ∀x ∈ (−1, 1), with δ ∈ R (δ to be determined below).

Adding δ ∈ R in the coefficient α∗ there is a shift of the eigenvalues corresponding to

α∗ from {−λk}k∈N to {−λk + δ}k∈N, but the eigenfunctions remain the same for α∗

2−λ̄1 is the first eigenvalue of the Sturm-Liouville problem (4.1.5).
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Now, let us consider ω̄1, the first positive eigenfunction of A0 with norm 1. Note that

ω̄1 is a solution of the following Sturm-Liouville problem





(a(x)ωx)x + λω = 0 in (−1, 1)




β0ω(−1) + β1a(−1)ωx(−1) = 0

γ0 ω(1) + γ1 a(1)ωx(1) = 0

(4.1.5)

Define

v̄εd(x) = ξσ(x) ω̄1(x) + (1− ξσ(x)) v
ε
d(x), x ∈ [−1, 1],

where ξσ ∈ C∞([−1, 1]) (σ is a positive real number) is a symmetrical cut-off function

• ξσ(−x) = ξσ(x), ∀x ∈ [−1, 1]

• 0 ≤ ξσ(x) ≤ 1, ∀x ∈ [0, 1]

• ξσ(x) = 0, ∀x ∈ [0, 1− σ]

• ξσ(x) = 1, ∀x ∈ [1− σ
2
, 1].

Then,

v̄εd ∈ H2
a(−1, 1), v̄εd > 0 in (−1, 1) and





β0v̄
ε
d(−1) + β1a(−1)v̄εdx(−1) = 0

γ0 v̄
ε
d(1) + γ1 a(1) v̄

ε
dx(1) = 0

Moreover, taking into account that there is σ > 0 such that

‖vεd − v̄εd‖2 ≤
∫ −1+σ

−1
(ω̄1(x)− vεd(x))

2
dx+

∫ 1

1−σ
(ω̄1(x)− vεd(x))

2
dx ≤ ε2

4
,

we have

‖vd − v̄εd‖ ≤ ‖vd − vεd‖+ ‖vεd − v̄εd‖ ≤ ε .
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Since

v(0, x) = v0(x) ≥ 0 ,

we have

v−(0, x) = 0.

Therefore,

v−(t, x) = 0, ∀(t, x) ∈ QT .

From this, as we mentioned initially, it follows that

v(t, x) = v+(t, x) ≥ 0 ∀(t, x) ∈ QT .

4.1.3 Proofs of main results.

We are now ready to prove our main result.

Proof. (of Theorem 4.1.1)

STEP.1 Let A0 be the operator defined in (2.2.1), to prove Theorem 4.1.1 it is sufficient

to consider the set of target states

vd ∈ D(A0), vd > 0 on (−1, 1) such that
(a vdx)x
vd

∈ L∞(−1, 1) . (4.1.4)

Indeed, regularizing by convolution, every function vd ∈ L2(−1, 1), vd ≥ 0 can be

approximated by a sequence of strictly positive C∞([−1, 1])− functions.

Then, fixing ε > 0, we can find a function vεd ∈ C∞([−1, 1]), vεd > 0 in [−1, 1] such

that ‖vd − vεd‖ ≤ ε
2
.
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Recalling the definition v+ and v−, we obtain

∫ 1

−1
vtv

−dx =

∫ 1

−1
(v+ − v−)tv

−dx = −
∫ 1

−1
(v−)tv

−dx = −1

2

d

dt

∫ 1

−1
(v−)2dx .

Integrating by parts and applying Theorem 2.1.1 (see Appendix), we obtain v− ∈

H1
a(−1, 1) and the following equality

∫ 1

−1
(a(x)vx)xv

− dx = [a(x)vxv
−]1−1 −

∫ 1

−1
a(x)vx(−v)x dx

If β1γ1 6= 0, using the Robin boundary conditions and the sign assumptions, we have

[a(x)vxv
−]1−1 = a(1)vx(t, 1)v

−(t, 1)− a(−1)vx(t,−1)v−(t,−1) =

= −γ0
γ1
v(t, 1)v−(t, 1) +

β0

β1
v(t,−1)v−(t,−1) ≥ 0 .

If β1γ1 = 0(1), proceeding similarly, we obtain

[a(x)vxv
−]1−1 ≥ 0.

We also have ∫ 1

−1
αvv−dx = −

∫ 1

−1
α(v−)2dx

and therefore (5.2.4) becomes

−1

2

d

dt

∫ 1

−1
(v−)2dx+

∫ 1

−1
α(v−)2dx = [a(x)vxv

−]1−1 +

∫ 1

−1
a(x)v2x ≥ 0,

from which

d

dt

∫ 1

−1
(v−)2dx ≤ 2

∫ 1

−1
α(v−)2dx ≤ 2‖α‖∞

∫ 1

−1
(v−)2dx.

From the above inequality, applying Gronwall’s lemma we obtain

∫ 1

−1
(v−(t, x))2dx ≤ e2t‖α‖∞

∫ 1

−1
(v−(0, x))2dx .

1In the particular case β1 = γ1 = 0 we have [a(x)vxv
−]1
−1

= 0. Indeed, in this case the problem
(5.1.1) is reduced to a Cauchy-Dirichlet problem.
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In the following, we will sometimes use ‖ · ‖ and 〈·, ·〉 instead of ‖ · ‖L2(−1,1) and

〈·, ·〉L2(−1,1).

For the proof of Theorem 4.1.1 the following Lemma is necessary.

Lemma 4.1.3. Let T > 0, α ∈ L∞(QT ), let v0 ∈ L2(−1, 1), v0(x) ≥ 0 a.e. x ∈

(−1, 1) and let v ∈ B(0, T ) be the solution to the linear

system





vt − (a(x)vx)x = α(t, x)v in QT = (0, T )× (−1, 1)




β0v(t,−1) + β1a(−1)vx(t,−1) = 0 t ∈ (0, T )

γ0 v(t, 1) + γ1 a(1) vx(t, 1) = 0 t ∈ (0, T )

v(0, x) = v0(x) x ∈ (−1, 1) ,

Then

v(t, x) ≥ 0, ∀(t, x) ∈ QT .

Proof. Let v ∈ B(0, T ) be the solution to the system (5.1.1), and we consider the

positive-part and the negative-part (see Appendix). It is sufficient to prove that

v−(t, x) ≡ 0 in QT .

Multiplying both members equation of the problem (5.1.1) by v− and integrating it

on (−1, 1) we obtain

∫ 1

−1

[
vtv

− − (a(x)vx)xv
− − αvv−

]
dx = 0. (4.1.3)
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Definition 4.1.1. We say that the system (5.1.1) is nonnegatively globally ap-

proximately controllable in L2(−1, 1), if for every ε > 0 and for every nonnegative

v0(x), vd(x) ∈ L2(−1, 1) with v0 6≡ 0 there are a T = T (ε, v0, vd) and a bilinear con-

trol α(t, x) ∈ L∞(QT ) such that for the corresponding solution v(t, x) of (5.1.1) we

obtain

‖v(T, ·)− vd‖L2(−1,1) ≤ ε .

In this work at first the nonnegative global approximate controllability result is

obtained for the linear system (5.1.1) in the following theorem.

Theorem 4.1.1. The linear system (5.1.1) is nonnegatively approximately control-

lable in L2(−1, 1) by means of static controls in L∞(−1, 1). Moreover, the correspond-

ing solution to (5.1.1) remains nonnegative at all times.

Then, the results present in Theorem 4.1.1 can be extended to a larger class of

initial states.

Theorem 4.1.2. For any vd ∈ L2(−1, 1), vd ≥ 0 and any v0 ∈ L2(−1, 1) such that

〈v0, vd〉L2(−1,1) > 0, (4.1.2)

for every ε > 0, there are T = T (ε, v0, vd) ≥ 0 and a static bilinear control, α =

α(x), α ∈ L∞(−1, 1) such that

‖v(T, ·)− vd‖L2(−1,1) ≤ ε .

Remark 4.1.1. The solution v(t, x) of the problem (5.1.1) in the assumptions of The-

orem 4.1.2 does not remain nonnegative in QT , like in Theorem 4.1.1, but it can also

assume negative values.
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



vt − (a(x)vx)x = α(t, x)v in QT = (0, T )× (−1, 1)



β0v(t,−1) + β1a(−1)vx(t,−1) = 0 t ∈ (0, T )

γ0 v(t, 1) + γ1 a(1) vx(t, 1) = 0 t ∈ (0, T )

v(0, x) = v0(x) x ∈ (−1, 1)

(4.1.1)

We assume that

i. v0 ∈ L2(−1, 1)

ii. α ∈ L∞(QT )

iii. a ∈ C0([−1, 1]) ∩ C1(−1, 1) fulfills the following properties

(a) a(x) > 0 ∀ x ∈ (−1, 1), a(−1) = a(1) = 0

(b) 1
a
∈ L1(−1, 1)

iv. β0, β1, γ0, γ1 ∈ R, β2
0 + β2

1 > 0, γ20 + γ21 > 0, satisfy the sign condition

(a) β0β1 ≤ 0 and γ0γ1 ≥ 0.

Under the assumptions iii.) we say that the problem (5.1.1) is weakly degenerate.

4.1.2 Main goals.

We are interested in studying the multiplicative controllability of problem (5.1.1) by

the bilinear control α(t, x). In particular, for the above linear problem, we will discuss

results guaranteeing global nonnegative approximate controllability in large time (for

multiplicative controllability see [29], [32], [13], [11]).

Now we recall one definition from control theory.



Chapter 4

Controllability of linear problems

4.1 Weakly degenerate problems

In this work we study the global approximate multiplicative controllability for a

weakly degenerate parabolic Cauchy-Robin problem. The problem is weakly degener-

ate in the sense that the diffusion coefficient is positive in the interior of the domain

and is allowed to vanish at the boundary, provided the reciprocal of the diffusion

coefficient is summable. In this paper, we will show that the above system can be

steered, in the space of square-summable functions, from any nonzero, nonnegative

initial state into any neighborhood of any desirable nonnegative target-state by bilin-

ear static controls. Moreover, we extend the above result relaxing the sign constraint

on the initial-state.

4.1.1 Problem formulation.

Let us consider the following Cauchy-Robin weakly degenerate boundary linear prob-

lem in divergence form, governed in the bounded domain (−1, 1) by means of the

bilinear control α(t, x)

48
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In the case a(x) = 1 − x2, so that A0 = ((1− x2)ux)x , then the orthonormal

eigenfunctions are reduced to Legendre’s polynomials Pk(x), and the eigenvalues are

µk = (k − 1)k, k ∈ N. Pk(x) is equal to
√

2
2k+1

Lk(x), where Lk(x) is assigned by

Rodrigues’s formula:

Lk(x) =
1

2k−1(k − 1)!

d

dxk−1
(x2 − 1)k−1 (k ≥ 1).
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By Lemma 3.2.1 we deduce

∫

Qt

‖f(x, u)‖2 dx ds ≤ γ0

∫

Qt

|u|2ϑdx ds

≤ c(γ0, ϑ, a)T‖u‖H1(0,T ;L2(−1,1))‖u‖2ϑ−1L∞(0,T ;H1
a(−1,1))

≤ c(γ0, ϑ, a)T

(∫ t

0

‖ut(s, ·)‖2 ds
) 1

2

(
sup

t∈[0,T ]

‖u(s, ·)‖1,a
)2ϑ−1

≤ c(α, γ0, ϑ, ν, a)T
(
χ2
T

(
1 + ‖u0‖ϑ−11,a

)
‖u0‖21,a

) 1
2

(
χT

(
1 + ‖u0‖ϑ−11,a

) 1
2 ‖u0‖1,a

)2ϑ−1

≤ c(α, γ0, ϑ, ν, a)Tχ
2ϑ
T

[
1 + ‖u0‖ϑ−11,a

]ϑ ‖u0‖2ϑ1,a

From which the conclusion

‖u‖2H(QT ) ≤ c(α, γ0, ϑ, ν, a)
[
max{T, 1}χ2

T

(
1 + ‖u0‖ϑ−11,a

)
‖u0‖21,a

+Tχ2ϑ
T

(
1 + ‖u0‖ϑ−11,a

)ϑ ‖u0‖2ϑ1,a
]

≤ c(α, γ0, ϑ, ν, a) max{T, 1}χ2ϑ
T

[
1 + ‖u0‖ϑ−11,a +

(
1 + ‖u0‖ϑ−11,a

)ϑ] (‖u0‖21,a + ‖u0‖2ϑ1,a
)

≤ c(α, γ0, ϑ, ν, a) e
Tχ2ϑ

T

(
1 + ‖u0‖ϑ−11,a

)ϑ (
1 + ‖u0‖2ϑ−21,a

)
‖u0‖21,a

≤ c(α, γ0, ϑ, ν, a) e
T e2(ν+‖α

+‖∞)ϑT
(
1 + ‖u0‖ϑ−11,a

)ϑ (
1 + ‖u0‖ϑ−11,a

)2 ‖u0‖21,a

≤ c(α, γ0, ϑ, ν, a) e
[1+2(ν+‖α+‖∞)ϑ]T

(
1 + ‖u0‖ϑ−11,a

)2+ϑ ‖u0‖21,a.

3.2.1 Spectral properties of A

Let A = A0 + αI, where the operator A0 is defined in (3.1.4) and α ∈ L∞(−1, 1).

Since A is self-adjoint and D(A) →֒ L2(−1, 1) is compact, we have the following (see

also [6]).

Lemma 3.2.6. There exists an increasing sequence {λk}k∈N, with λk −→ +∞ as k →

∞ , such that the eigenvalues of A are given by {−λk}k∈N, and the corresponding

eigenfunctions {ωk}k∈N form a complete orthonormal system in L2(−1, 1).
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Thus,

∫ t

0

‖ut(·, s)‖2 ds+ ‖
√
aux(t, ·)‖2 ds

≤ (‖α‖∞ + ν) ‖u(t, ·)‖2 + ‖
√
au0x‖2 + ‖α−‖∞‖u0‖2 + 2

∫ 1

−1
|F (x, u0(x))| dx

≤ (‖α‖∞ + ν) ‖u(t, ·)‖2 + |u0|21,a + ‖α−‖∞‖u0‖2 + c(γ0, ϑ) ‖u0‖ϑ+1
1,a .

Let us consider for simplicity χT := e(ν+‖α
+‖∞)T . By Lemma 3.2.3, we deduce

‖u(t, ·)‖2 + ‖
√
aux(t, ·)‖2 +

∫ t

0

‖ut(·, s)‖2

≤ (‖α‖∞ + ν + 1) ‖u(t, ·)‖2 + |u0|21,a + ‖α−‖∞‖u0‖2 + c(γ0, ϑ) ‖u0‖ϑ+1
1,a

≤ (‖α‖∞ + ν + 1) ‖u‖2B(Qt) + |u0|21,a + ‖α−‖∞‖u0‖2 + c(γ0, ϑ, a)‖u0‖ϑ+1
1,a

≤
(
c(α, ν)ν2T e

2‖α+‖∞T + ‖α−‖∞
)
‖u0‖2 + |u0|21,a + c(γ0, ϑ, a)‖u0‖ϑ+1

1,a

≤ max
{
c(α, ν)ν2T e

2‖α+‖∞T + ‖α−‖∞, c(γ0, ϑ, a), 1
} [
‖u0‖21,a + ‖u0‖ϑ+1

1,a

]

≤ c(α, γ0, ϑ, ν, a)χ
2
T

[
1 + ‖u0‖ϑ−11,a

]
‖u0‖21,a .

Moreover, by (5.1.1), we have

(a(x)ux(t, x))x = ut(t, x)− α(x)u(t, x)− f(x, u),

then, for every t ∈ (0, T ), we obtain

∫ t

0

‖ (a(·)ux(s, ·))x ‖2 ds

≤ 2

∫ t

0

‖ut(s, ·)‖2 ds+ 2‖α‖∞
∫ t

0

‖u(s, ·)‖2 ds+ 2

∫

Qt

‖f(x, u)‖2 dx ds

≤ c(α, γ0, ϑ, ν, a) max{T, 1}χ2
T

[
1 + ‖u0‖ϑ−11,a

]
‖u0‖21,a + 2

∫

Qt

‖f(x, u)‖2 dx ds.
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Then, by Lemma 3.1.1, we deduce that

∫ 1

−1
|F (x, u0(x))| dx ≤ c(γ0, ϑ)‖u0‖ϑ+1

Lϑ+1(−1,1) ≤ c(γ0, ϑ, a)‖u0‖ϑ+1
1,a . (3.2.7)

Finally, we observe the following property of the function F :

keeping in mind that, by (5.1.4), for almost every x ∈ (−1, 1), we obtain

• f(x, u) ≤ νu, for every u ∈ R, u ≥ 0

• f(x, u) ≥ νu, for every u ∈ R, u < 0,

then, for almost every x ∈ (−1, 1), we have

• for every u ∈ R, u ≥ 0, F (x, u) =
∫ u

0
f(x, ζ)dζ ≤ ν

∫ u

0
ζdζ ≤ ν

2
u2

• for every u ∈ R, u < 0, F (x, u) = −
∫ 0

u
f(x, ζ)dζ ≤ −ν

∫ u

0
ζdζ ≤ ν

2
u2.

Then

F (x, u) ≤ ν

2
u2 , ∀(x, u) ∈ (−1, 1)× R. (3.2.8)

By (3.2.6), we obtain

∫ 1

−1
u2t (t, x)dx +

1

2

d

dt

∫ 1

−1

{
a(x)u2x(t, x) − α(x)u2(t, x)− 2F (x, u)

}
dx = 0. (3.2.9)

Fix t ∈ (0, T ) and integrate on (0, t), to have

∫ t

0

∫ 1

−1
u2t (s, x)dx ds+

1

2

∫ 1

−1

{
a(x)u2x(t, x) − α(x)u2(t, x)

}
dx

=

∫ 1

−1
F (x, u(t, x)) dx+

1

2

∫ 1

−1

{
a(x)u20x(x) − α(x)u20(x)

}
dx−

∫ 1

−1
F (x, u0(x)) dx
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Lemma 3.2.5. Let T > 0, u0 ∈ H1
a(−1, 1) and α ∈ L∞(QT ). The solution u ∈ H(QT )

of system (5.1.1) satisfies the following estimate

‖u‖H(QT ) ≤ k1(‖u0‖1,a)ek2T‖u0‖1,a,

where k1(‖u0‖1,a) = c(α, γ0, θ, ν, a)
(
1 + ‖u0‖ϑ−11,a

)1+ϑ
2 , c(α, γ0, θ, ν, a) is a positive

constant, and k2 =
1
2
+ (ν + ‖α+‖∞)ϑ.

Proof. Multiplying by ut both members of the equation in (5.1.1) and integrating on

(−1, 1) we obtain

∫ 1

−1
u2t (t, x)dx−

∫ 1

−1
(a(x)ux(t, x))x ut(t, x)dx

=

∫ 1

−1
α(x)u(t, x) ut(t, x)dx+

∫ 1

−1
f(x, u) ut(t, x) dx,

thus,

∫ 1

−1
u2t (t, x)dx+

1

2

d

dt

∫ 1

−1
a(x)u2x(t, x) dx

=
1

2

d

dt

∫ 1

−1
α(x)u2(t, x)dx+

∫ 1

−1
f(x, u) ut(t, x) dx.

Now, let us consider the following function F : (−1, 1)× R −→ R,

F (x, u) :=

∫ u

0

f(x, ζ) dζ , ∀(x, u) ∈ (−1, 1)× R.

Then, we observe that

∂F (x, u(t, x))

∂t
= f(x, u(t, x))ut(t, x) , ∀(t, x) ∈ QT . (3.2.6)

Moreover, by (5.1.2) (see assumptions (A.3)), we have

F (x, u0(x)) =

∫ u0

0

f(x, ζ)dζ ≤ γ0

∫ u0

0

|ζ|ϑ dζ = γ0

ϑ+ 1
|u0|ϑ+1, ∀x ∈ (−1, 1).
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Moreover, applying the inequality (5.1.3) (see assumptions (A.3)) and Hölder inequal-

ity we obtain

∫

QT

|f(x, u)− f(x, v)|2 dx dt

≤ γ21

∫

QT

(
1 + |u|ϑ−1 + |v|ϑ−1

)2 |u− v|2 dx dt

≤ c(γ1)

(∫

QT

(
1 + |u|2(ϑ−1) + |v|2(ϑ−1)

) ϑ
ϑ−1 dxdt

)ϑ−1
ϑ
(∫

QT

|u− v|2ϑ dxdt
)1

ϑ

≤ c(γ1, ϑ)
(
T 1− 1

ϑ + ‖u‖2(ϑ−1)
L2ϑ(QT )

+ ‖v‖2(ϑ−1)
L2ϑ(QT )

)
‖u− v‖2L2ϑ(QT ),

(3.2.5)

Then, by (3.2.4) and (3.2.5), applying Corollary 3.1.4 we have

‖W‖2H(QT )

≤ c(γ1, ϑ, a)C
2
0(1)T

1− 1
ϑ

(
1 + ‖u‖2(ϑ−1)H(QT ) + ‖v‖

2(ϑ−1)
H(QT )

)
T

1
ϑ‖u− v‖2H(QT )

≤ c(γ1, ϑ, a)
(
1 + 2R2(ϑ−1))T‖u− v‖2H(QT ).

Let

T1(R) =
1

2c(γ1, ϑ, a) (1 + 2R2(ϑ−1))
,

and define TR = min{T0(R), T1(R)}. Then, Λ is a contraction map. Therefore, Λ has

a unique fix point in HR(QTR
), from which the conclusion follows.

�

Now, thanks to a classical result (see e.g. [34] and [36]), the following lemma

assures the global existence of the solution of (3.2.1).
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Now, we fix T0(R) = min
{

1
C2ϑ

0 (1)c2(γ0,ϑ,a)R2(ϑ−1) , 1
}
. Then we have

‖Λ(u)‖H(QT ) = ‖U‖H(QT )

≤ C0(1)
(
2ϑc(γ0, ϑ, a)R

ϑT
1
2 +R

)

≤ 2C0(1)R, ∀T ∈ [0, T0(R)].

Thus, Λu ∈ HR(QT ), ∀T ∈ [0, T0(R)].

STEP.2 We prove that exists TR ≤ T0(R) such that the map Λ is a contraction.

Let T, 0 < T ≤ T0(R) (T will be fix below). Fix u, v ∈ HR(QT ), and set W =

Λ(u)− Λ(v), W is solution of the following problem





Wt − (aWx)x = αW + f(x, u)− f(x, v) in QT

a(x)Wx(t, x)|x=±1 = 0

W (0, x) = 0 .

(3.2.3)

By Lemma 3.2.1 f(·, u) ∈ L2(QT ) and applying Proposition 3.1.5 we deduce that a

unique solution W ∈ H(QT ) of (3.2.3) exists and we have

‖W‖H(QT ) ≤ C0(T )‖f(·, u)− f(·, v)‖L2(QT ). (3.2.4)
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where C0(1) is the constant C0(T ) (nondecreasing in T ) defined in Proposition 3.1.5

and valued in 1. Then, let us define the following map

Λ : HR(QT ) −→ HR(QT ),

such that

Λ(u)(t) := etAu0 +

∫ t

0

e(t−s)Aφ(u(s)) ds , ∀t ∈ [0, T ].

Step. 1 We prove that the map Λ is well defined for some T .

Fix u ∈ HR(QT ). Let us consider U(t, x) = Λ (u) (t, x), then U is solution of the

following linear problem




Ut − (aUx)x = αU + f(x, u) in QT

a(x)Ux(t, x)|x=±1 = 0

U(0, x) = u0 .

(3.2.2)

By Lemma 3.2.1 f(·, u) ∈ L2(QT ) = L2(0, T ;L2(−1, 1)), then applying Proposition

3.1.5 we deduce that a unique solution U ∈ H(QT ) of (3.2.2) exists and we have

‖U‖H(QT ) ≤ C0(T )
(
‖f(·, u)‖L2(QT ) + ‖u0‖1,a

)
.

Thus, keeping in mind that C0(T ) ≤ C0(1), by our choice of T, and applying Lemma

3.2.1 we obtain

‖U‖H(QT ) ≤ C0(1)
(
‖f(·, u)‖L2(QT ) + ‖u0‖1,a

)

≤ c0(1)
(
γ0‖u‖ϑL2ϑ(QT ) + ‖u0‖1,a

)

≤ C0(1)
(
c(γ0, ϑ, a)T

1
2‖u‖ϑH(QT ) + ‖u0‖1,a

)

≤ C0(1)
(
c(γ0, ϑ, a)T

1
2 (2C0(1)R)

ϑ +R
)

≤ C0(1)
(
c(γ0, ϑ, a)(C0(1))

ϑRϑT
1
2 +R

)
.
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Then we obtain

‖u(t, ·)‖2L2(Ω) + 2

∫ t

0

∫ 1

−1
a(x)u2x(t, x)dx ds

≤ ‖u0‖2L2(Ω) +

∫ t

0

2
(
‖α+‖∞ + ν

)
‖u(s, ·)‖2L2(Ω) ds

≤ ‖u0‖2L2(Ω)

+

∫ t

0

2
(
‖α+‖∞ + ν

)(
‖u(s, ·)‖2L2(Ω) + 2

∫ s

0

∫ 1

−1
a(x)u2x(τ, x)dx dτ

)
ds, ∀t ∈ [0, T ].

Applying Gromwall’s lemma we have

‖u(t, ·)‖2L2(−1,1) + 2

∫ t

0

∫ 1

−1
a(x)u2x(t, x)dx ds ≤ e2‖α

+‖∞t+2
∫ t

0 ν ds‖u0‖2L2(−1,1) .

Therefore

‖u‖2B(QT ) ≤ ν2T e
2‖α+‖∞T‖u0‖2L2(−1,1).

�

Now, the following result assures the local existence and uniqueness of the solution

of (3.2.1).

Theorem 3.2.4. For every R > 0, there is TR > 0 such that for all u0 ∈ H1
a(−1, 1)

with ‖u0‖1,a ≤ R there is a unique solution u ∈ H(QTR
) to (5.1.1).

Proof. Let us fix R > 0, u0 ∈ H1
a(−1, 1) such that ‖u0‖1,a ≤ R. Let 0 < T ≤ 1

(further constraints on T will be imposed below). We define

HR(QT ) := {u ∈ H(QT ) : ‖u‖H(QT ) ≤ 2C0(1)R},
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for some positive constant c(γ0, ϑ, a).

For the sequel, the next lemma is necessary.

Lemma 3.2.3. Let T > 0, u0 ∈ H1
a(−1, 1) and α ∈ L∞(QT ). A solution u ∈ H(QT )

of system (5.1.1) satisfies the following a priori estimate

‖u‖B(QT ) ≤ νT e
‖α+‖∞T ‖u0‖L2(−1,1) ,

where α+ denotes the positive part of α . (7)

Proof. Multiplying by u both members of the equation present in (5.1.1) and inte-

grating on (−1, 1) and applying Lemma 3.2.1 and assumption (5.1.4) we obtain

1

2

d

dt

∫ 1

−1
u2(t, x)dx+

∫ 1

−1
a(x)u2x(t, x)dx

=

∫ 1

−1
α(x)u2dx+

∫ 1

−1
f(x, u)u dx ≤

∫ 1

−1
α+(t, x)u2 +

∫ 1

−1
νu2dx.

Integrating on (0, t), we have

1

2
‖u(t, ·)‖2L2(Ω) +

∫ t

0

∫ 1

−1
a(x)u2x(t, x)dx ds

≤ 1

2
‖u0‖2L2(−1,1) + ‖α+‖∞

∫ t

0

‖u(s, ·)‖2L2(Ω) ds+

∫ t

0

ν‖u(s, ·)‖2L2(Ω) ds .

7We recall that νT = eνT .
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where A is the operator defined in (3.1.5), α ∈ L∞(−1, 1), u0 ∈ H1
a(−1, 1), and, for

every u ∈ H1
a(−1, 1),

φ(u)(x) := f(x, u(x)), ∀x ∈ (−1, 1).

We assume hereafter that assumptions (A.3) and (A.4) are enforced.

The next lemma shows that φ : H1
a(−1, 1) −→ L2(−1, 1).

Lemma 3.2.1. Let T > 0, ϑ > 1, ξa ∈ L2ϑ−1(−1, 1), and let u ∈ H(QT ). Let f :

(−1, 1) × R → R be a function that satisfies assumptions (A.3). Then, the function

(t, x) 7−→ f(x, u(t, x)) belongs to L2(QT ) and the following estimate holds

∫

QT

|f(x, u(t, x))|2 dx dt ≤ c(γ0, ϑ, a)T ‖u‖H1(0,T ;L2(−1,1)) ‖u‖2ϑ−1L∞(0,T ;H1
a(−1,1)),

for some positive constant c(γ0, ϑ, a).

Proof. By Lemma 3.1.3, since ξa ∈ L2ϑ−1(−1, 1) then u ∈ L2ϑ(QT ). By (5.1.2) we

obtain

∫

QT

|f(x, u(t, x))|2 dx dt ≤ γ20

∫

QT

|u|2ϑ dx dt

≤ c(γ0, ϑ, a)T ‖u‖H1(0,T ;L2(−1,1)) ‖u‖2ϑ−1L∞(0,T ;H1
a(−1,1)) < +∞,

from wich the conclusion follows. �

Corollary 3.2.2. Let T > 0, ϑ > 1, ξa ∈ L2ϑ−1(−1, 1), and let u ∈ H(QT ). Let

f : (−1, 1) × R → R be a function that satisfies assumptions (A.3). Then, we have

the following estimate

∫

QT

|f(x, u(t, x))|2 dx dt ≤ c(γ0, ϑ, a)T ‖u‖2ϑH(QT ),
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for almost all t ∈ [0, T ] (see [2]). 2

For every α ∈ L∞(−1, 1)(3) and every u0 ∈ L2(−1, 1), there exists a unique weak solu-

tion of (3.1.6), which is given by the following representation etAu0+
∫ t

0
e(t−s)Ag(s) ds, t ∈

[0, T ] (see also [?]).

Now, using a maximal regularity result in the Hilbert space L2(−1, 1)4 (see [4] and

[?]), we deduce the following result

Proposition 3.1.5. Given T > 0 and g ∈ L2(0, T ;L2(−1, 1)). 5 For every α ∈

L∞(−1, 1) (6) and every u0 ∈ H1
a(−1, 1), there exists a unique solution u ∈ H(QT ) of

(3.1.6). Moreover, a positive constant C0(T ) exists (nondecreasing in T ), such that

the following inequality holds

‖u‖H(QT ) ≤ C0(T )
[
‖u0‖1,a + ‖g‖L2(QT )

]
.

3.2 Existence and uniqueness of the solution of

semilinear problems

Observe that problem (5.1.1) can be recast in the Hilbert space L2(−1, 1) as




u′(t) = Au(t) + φ(u) , t > 0

u(0) = u0 .

(3.2.1)

2A∗ denotes the adjoint of A.
3See also note (g). The same remark applies to the present context.
4By Maximal regularity we mean that u′ and Au have the same regularity of g.
5We observe that L2(0, T ;L2(−1, 1)) = L2(QT ).
6By repeated applications of Proposition 3.1.5, one can obtain an existence and uniqueness result

when α is piecewise static (α(·, x) piecewise constant in t, and α(t, ·) ∈ L∞(−1, 1), ∀t ∈ (0, T )). The
same result holds for α ∈ L∞(QT ), but for the purposes of the present paper the piecewise static case
will suffice.
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Observe that A0 is a closed, self-adjoint, dissipative operator with dense domain in

L2(−1, 1). Therefore, A0 is the infinitesimal generator of a C0 − semigroup of con-

tractions in L2(−1, 1).

Next, given α ∈ L∞(−1, 1), let us introduce the operator





D(A) = D(A0)

A = A0 + αI .

(3.1.5)

For such an operator we have that

• D(A) is compactly embedded and dense in L2(−1, 1) (see [?]).

• A : D(A) −→ L2(−1, 1) is the infinitesimal generator of a strongly continuous

semigroup, etA, of bounded linear operators on L2(−1, 1).

We consider the following linear problem in the Hilbert space L2(−1, 1)




u′(t) = Au(t) + g(t), t > 0

u(0) = u0 ,

(3.1.6)

where A is the operator in (3.1.5), g ∈ L1(0, T ;L2(−1, 1)), u0 ∈ L2(−1, 1).

We recall that a weak solution of (3.1.6) is a function u ∈ C0([0, T ];L2(−1, 1))

such that for every v ∈ D(A∗) the function 〈u(t), v〉 is absolutely continuous on [0, T ]

and

d

dt
〈u(t), v〉 = 〈u(t), A∗v〉 + 〈g(t), v〉,
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Corollary 3.1.4. Let T > 0, p ≥ 1. If ξa ∈ L2p−1(−1, 1), then

H(QT ) ⊂ L2p(QT )

and

‖u‖L2p(QT ) ≤ c(a, p)T
1
2p ‖u‖H(QT ),

where c = c(a, p) is a positive constant.

3.1.1 Existence and uniqueness of the solution of linear prob-

lems

In this section, we recall the existence and uniqueness result, obtained in [9] (see also

[1] and [?]), for the linear problem





vt − (a(x)vx)x = α(t, x)v in QT = (0, T )× (−1, 1)

a(x)vx(t, x)|x=±1 = 0 t ∈ (0, T )

v(0, x) = v0(x) x ∈ (−1, 1) ,

(3.1.3)

where v0 ∈ L2(−1, 1), α(t, x) and the diffusion coefficient a(x) satisfy respectively the

assumption (A.2) and (A.4) 1.

First, let us consider the operator (A0, D(A0)) defined by





D(A0) = H2
a(−1, 1)

A0u = (aux)x , ∀ u ∈ D(A0) .

(3.1.4)

1In this section, it is sufficient that a(·) satisfies assumption (A.4) with ξa ∈ L1(−1, 1), instead
of the condition (5.1.5).
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and

‖u‖L2p(QT ) ≤ c(a, p)T
1
2p ‖u‖

1
2p

H1(0,T ;L2(−1,1)) ‖u‖
1− 1

2p

L∞(0,T ;H1
a(−1,1)),

where c = c(a, p) is a positive constant.

Proof. For every u ∈ H1(0, T ;L2(−1, 1)) ∩ L∞(0, T ;H1
a(−1, 1)) we have

∫

QT

|u|2p dx dt =
∫ T

0

∫ 1

−1
|u| |u|2p−1 dx dt

≤
∫ T

0

(∫ 1

−1
|u|2 dx

) 1
2
(∫ 1

−1
|u|4p−2 dx

) 1
2

dt .

Recalling that u ∈ H1(0, T ;L2(−1, 1)), by the previous Lemma 3.1.1 and since ξa ∈

L2p−1(−1, 1), we obtain

∫

QT

|u|2p dx dt ≤ ‖u‖H1(0,T ;L2(−1,1))

∫ T

0

‖u‖2p−1
L4p−2(−1,1) dt

≤ c(a, p) ‖u‖H1(0,T ;L2(−1,1))

∫ T

0

‖u‖2p−1
H1

a(−1,1) dt .

From the last inequality, it follows that

∫

QT

|u|2p dx dt

≤ c(a, p)T ‖u‖H1(0,T ;L2(−1,1)) ‖u‖2p−1L∞(0,T ;H1
a(−1,1)).

�

By Lemma 3.1.3 one directly obtains the following.
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Proof. For every u ∈ L2(0, T ;H1
a(−1, 1)) we have

∫

QT

|u|2p dx dt =
∫ T

0

∫ 1

−1
|u|p |u|p dx dt

≤
∫ T

0

(∫ 1

−1
|u|2 dx

) p
2
(∫ 1

−1
|u|

2p
2−p dx

) 2−p
2

dt .

Recalling that u ∈ L∞(0, T ;L2(−1, 1)), by Lemma 3.1.1 we obtain

∫

QT

|u|2p dx dt ≤ ‖u‖p
L∞(0,T ;L2(−1,1))

∫ T

0

‖u‖p
L

2p
2−p (−1,1)

dt

≤ c(a, p) ‖u‖p
L∞(0,T ;L2(−1,1))

∫ T

0

‖u‖p
H1

a(−1,1) dt .

Moreover, using Hölder’s inequality , we have

∫ T

0

‖u‖p
H1

a(−1,1) dt ≤
(∫ T

0

dt

)1− p
2
(∫ T

0

‖u‖2H1
a(−1,1) dt

) p
2

≤ T 1− p
2‖u‖p

L2(0,T ;H1
a(−1,1)) .

From the last two inequalities, it follows that

∫

QT

|u|2p dx dt

≤ c(a, p)T 1− p
2 ‖u‖p

L2(0,T ;H1
a(−1,1)) ‖u‖

p

L∞(0,T ;L2(−1,1))

≤ c(a, p) T 1− p
2‖u‖2p

B(QT ). �

Lemma 3.1.3. Let T > 0, p ≥ 1. If ξa ∈ L2p−1(−1, 1), then

H1(0, T ;L2(−1, 1)) ∩ L∞(0, T ;H1
a(−1, 1)) ⊂ L2p(QT )
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Moreover,

‖u‖L2p(−1,1) ≤ c(a, p) ‖u‖1,a,

where c = c(a, p) is a positive constant.

Proof. Let u ∈ H1
a(−1, 1). First, for every x ∈ (−1, 1), we have the following estimate

|u(x)− u(0)| =
∣∣∣∣
∫ x

0

u′(s) ds

∣∣∣∣

≤
(∫ x

0

a(s)|u′(s)|2 ds
) 1

2
(∫ x

0

1

a(s)
ds

) 1
2

=
√
ξa(x)|u|1,a. (3.1.1)

Moreover, keeping in mind that ξa ∈ Lp(−1, 1), we have

∫ 1

−1
|u(0)| dx ≤

∫ 1

−1
|u(x)− u(0)| dx+

∫ 1

−1
|u(x)| dx

≤ |u|1,a
∫ 1

−1

√
ξa(x) dx+

√
2‖u‖.

Thus,

|u(0)| ≤ ca |u|1,a + ‖u‖, where ca =
1

2

∫ 1

−1

√
ξa(x) dx. (3.1.2)

Finally, by (3.1.1) and (3.1.2) we have

∫ 1

−1
|u(x)|2p dx ≤ c(p)

∫ 1

−1

(
|u(x)− u(0)|2p + |u(0)|2p

)
dx

≤ c(p)|u|2p1,a
∫ 1

−1
ξpa(x) dx+ c(a, p) (|u|1,a + ‖u‖)2p ≤ c(a, p) ‖u‖2p1,a.

�

Lemma 3.1.2. Let T > 0. If ξa ∈ L
p

2−p (−1, 1) for some p ∈
[
1
2
, 2

)
, then

L2(0, T ;H1
a(−1, 1)) ∩ L∞(0, T ;L2(−1, 1)) ⊂ L2p(QT )

and

‖u‖L2p(QT ) ≤ c(a, p)T
1
2p(1−

p
2)‖u‖B(QT ) ,

where c = c(a, p) is a positive constant.
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where |u|1,a := ‖√aux‖L2(−1,1).

In [?] we proved that the imbedding H1
a(−1, 1) →֒ L2(−1, 1) is compact.

3.0.3 The function spaces B(QT ) and H(QT )

Given T > 0, let us define the function spaces:

B(QT ) := C0([0, T ];L2(−1, 1)) ∩ L2(0, T ;H1
a(−1, 1))

with the following norm

‖u‖2B(QT ) = sup
t∈[0,T ]

‖u(t, ·)‖2L2(−1,1) + 2

∫ T

0

∫ 1

−1
a(x)u2xdx dt ,

and

H(QT ) := L2(0, T ;H2
a(−1, 1)) ∩H1(0, T ;L2(−1, 1)) ∩ C([0, T ];H1

a(−1, 1))

with the following norm

‖u‖2H(QT ) = sup
t∈[0,T ]

(
‖u‖2 + ‖

√
aux‖2

)
+

∫ T

0

(
‖ut‖2 + ‖(aux)x‖2

)
dt.

3.1 Some embedding theorems for weighted Sobolev

spaces

Let ξa(x) =
∫ x

0
1

a(s)
ds, then we have the following

Lemma 3.1.1. If ξa ∈ Lp(−1, 1), for some p ≥ 1, then

H1
a(−1, 1) →֒ L2p(−1, 1) .



Chapter 3

Well-posedness for nonlinear

problems

Weighted Sobolev spaces

In order to deal with the well-posedness of problem (5.1.1), it is necessary to introduce

the following weighted Sobolev spaces H1
a(−1, 1) and H2

a(−1, 1).

We denote by H1
a(−1, 1) the space of all functions u ∈ L2(−1, 1) such that u is locally

absolutely continuous in (−1, 1) and √a ux ∈ L2(−1, 1).

Moreover, we define

H2
a(−1, 1) := {u ∈ H1

a(−1, 1)| aux ∈ H1(−1, 1)}

= {u ∈ L2(−1, 1)|au ∈ H1
0 (−1, 1), aux ∈ H1(−1, 1) and (a ux)(±1) = 0}

H1
a(−1, 1) and H2

a(−1, 1) are Hilbert spaces with their natural scalar products and

the associated norms

‖u‖21,a := ‖u‖2L2(−1,1) + |u|21,a

and

‖u‖22,a := ‖u‖21,a + ‖(aux)x‖2L2(−1,1),

29
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doesn’t change sign in (−1, 1).

STEP.2 Let us now prove that

k∗ = 1 , (2.3.15)

that is, λ1 = 0. By a well-known variational characterization of the first eigenvalue,

we have

λ1 = inf
u∈H1

a(−1,1)

∫ 1

−1 (a u
2
x − α∗ u

2) dx
∫ 1

−1 u
2 dx

.

By Lemma 3.2.6, since λk∗ = 0, it is sufficient to prove that λ1 ≥ 0, or

∫ 1

−1
α∗ u

2 dx ≤
∫ 1

−1
a u2x dx, ∀ u ∈ H1

a(−1, 1) (2.3.16)

Integrating by parts, we have

∫ 1

−1
α∗ u

2 dx = −
∫ 1

−1

(a vx)x
v

u2 dx =

∫ 1

−1
a vx

(
u2

v

)

x

dx =

=

∫ 1

−1
a vx

2uux
v

dx−
∫ 1

−1
a v2x

(
u2

v2

)
dx =

= 2

∫ 1

−1

√
a
vx

v
u
√
aux dx−

∫ 1

−1
a v2x

(
u2

v2

)
dx ≤

≤
∫ 1

−1
a
(vxu
v

)2

dx+

∫ 1

−1
au2x dx−

∫ 1

−1
a v2x

(
u2

v2

)
dx =

∫ 1

−1
au2x dx ,

from which (2.3.16).
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Moreover, v
‖v‖ and − v

‖v‖ are the only eigenfunctions of A with norm 1 that do not

change sign in (−1, 1).

Remark 2.3.1. Problem (2.3.10) is equivalent to the following differential problem





(a(x)ωx)x + α∗(x)ω + λω = 0 in (−1, 1)

a(x)ωx(x)|x=±1 = 0 .

(2.3.11)

Proof. (of Lemma 2.3.5) STEP.1 We denote by

{−λk}k∈N and {ωk}k∈N,

respectively, the eigenvalues and orthonormal eigenfunctions of the operator (2.3.10)

(see Lemma 3.2.6). Therefore,

〈ωk, ωh〉L2(−1,1) =

∫ 1

−1
ωk(x)ωh(x)dx = 0, if h 6= k . (2.3.12)

We can see, by easy calculations, that an eigenfunction of the operator defined in

(2.3.10) is the function

v(x)

‖v‖ ,

associated with the eigenvalue λ = 0. Taking into account the above and considering

that v(x) > 0, ∀x ∈ (−1, 1)

∃ k∗ ∈ N : ωk∗(x) =
v(x)

‖v‖ > 0 or ωk∗(x) = −
v(x)

‖v‖ < 0, ∀x ∈ (−1, 1) . (2.3.13)

Writing (6) with k = k∗ we obtain

〈ωk∗ , ωh〉L2(−1,1) =

∫ 1

−1
ωk∗(x)ωh(x)dx = 0, ∀h 6= k∗ . (2.3.14)

Therefore, considering (2.3.14) and keeping in mind that ωk∗ > 0 or ωk∗ < 0 in (−1, 1),

we observe that ωk∗ is the only eigenfunction of the operator defined in (2.3.10) that
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In the space

B(QT ) = C0([0, T ];L2(−1, 1)) ∩ L2(0, T ;H1
a(−1, 1))

let us define the following norm

‖u‖2B(QT ) = sup
t∈[0,T ]

‖u(t, ·)‖2L2(−1,1) + 2

∫ T

0

∫ 1

−1
a(x)u2xdx dt, ∀u ∈ B(QT ) . (2.3.9)

2.3.2 New results for singular Sturm-Liouville problems

Let A = A0 + αI, where the operator A0 is defined in (3.1.4) and α ∈ L∞(−1, 1).

Since A is self-adjoint and D(A) →֒ L2(−1, 1) is compact (see Proposition 2.2.2), we

have the following (see also [6]).

Lemma 2.3.4. There exists an increasing sequence {λk}k∈N, with λk −→ +∞ as k →

∞ , such that the eigenvalues of A are given by {−λk}k∈N, and the corresponding

eigenfunctions {ωk}k∈N form a complete orthonormal system in L2(−1, 1).

In this note we obtain the following result

Lemma 2.3.5. Let v ∈ C∞([−1, 1]), v > 0 on [−1, 1], let α∗(x) = − (a(x)vx(x))x
v(x)

, x ∈

(−1, 1). Let A be the operator defined in (3.1.5) with α = α∗





D(A) = H2
a(−1, 1)

A = A0 + α∗I ,

(2.3.10)

and let {λk}, {ωk} be the eigenvalues and eigenfunctions of A, respectively, given by

Lemma 3.2.6. Then

λ1 = 0 and |ω1| =
v

‖v‖ .
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Next, given α ∈ L∞(−1, 1), let us introduce the operator





D(A) = D(A0)

A = A0 + αI .

(2.3.7)

For such an operator we have the following proposition.

Proposition 2.3.2. • D(A) is compactly embedded and dense in L2(−1, 1).

• A : D(A) −→ L2(−1, 1) is the infinitesimal generator of a strongly continuous

semigroup, etA, of bounded linear operators on L2(−1, 1).

Observe that problem (1.2.1) can be recast in the Hilbert space L2(−1, 1) as




u′(t) = Au(t) , t > 0

u(0) = u0 .

(2.3.8)

where A is the operator in (3.1.5).

We recall that a weak solution of (3.1.6) is a function u ∈ C0([0, T ];L2(−1, 1))

such that for every v ∈ D(A∗) the function 〈u(t), v〉 is absolutely continuous on [0, T ]

and

d

dt
〈u(t), v〉 = 〈u(t), A∗v〉 ,

for almost t ∈ [0, T ] (see [2]).

Theorem 2.3.3. For every α ∈ L∞((0, T )× (−1, 1)) and every u0 ∈ L2(−1, 1), there

exists a unique

u ∈ C0([0, T ];L2(−1, 1)) ∩ L2(0, T ;H1
a(−1, 1))

weak solution to (1.2.1), which coincides with etAu0.
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By integrating on [0, 1], we obtain

|u(0)| ≤
∫ 1

0

|u(x)| dx+ |u|1,a
∫ 1

0

√
A(x) dx ≤

≤ ‖u‖L2(−1,1) + |u|1,a
∫ 1

0

√
A(x) dx ≤ C‖u‖1,a .

Then,

|u(0)| ≤ C R . (2.3.4)

Now, it follows that

|u(x)|2 ≤ 2|u(0)|2 + 2A(x)|u|21,a ≤ C R2 + 2A(x)R2 .

Finally, since A ∈ L1(−1, 1), by integrating on [1− h, 1] we obtain

∫ 1

1−h
|u(x)|2 dx ≤ C hR2 + 2R2

∫ 1

1−h
A(x) dx −→ 0, as h→ 0+.

Similarly, we can prove that

sup
‖u‖1,a≤R

∫ −1+h

−1
|u(x)|2 dx −→ 0, as h→ 0+. (2.3.5)

By (2.3.2), (2.3.3) and (2.3.5) we obtain (2.3.1).

We now recall the existence and uniqueness result for system (1.2.1) obtained in

[9] (see also [1]). Let us consider, first, the operator (A0, D(A0)) defined by





D(A0) = H2
a(−1, 1)

A0u = (aux)x , ∀ u ∈ D(A0) .

(2.3.6)

Observe that A0 is a closed, self-adjoint, dissipative operator with dense domain

in L2(−1, 1). Therefore, A0 is the infinitesimal generator of a C0 − semigroup of

contractions in L2(−1, 1).
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=

∫ −1

−1−h
|u(x+ h)|2 dx +

∫ 1−h

−1
|u(x+ h)− u(x)|2 dx +

∫ 1

1−h
|u(x)|2 dx =

=

∫ −1+h

−1
|u(x)|2 dx +

∫ 1−h

−1
|u(x+ h)− u(x)|2 dx +

∫ 1

1−h
|u(x)|2 dx

First, let us prove that

sup
‖u‖1,a≤R

∫ 1−h

−1
|u(x+ h)− u(x)|2 dx −→ 0, as h→ 0+. (2.3.2)

Recalling that A(x) =
∫ x

0
ds
a(s)

, we have

|u(x+ h)− u(x)| ≤
∫ x+h

x

√
a(s)|u′(s)| 1√

a(s)
ds ≤

≤
(∫ 1

−1
a(s)|u′(s)|2 ds

) 1
2
(∫ x+h

x

ds

a(s)

) 1
2

= |u|1,a [A(x+ h)− A(x)]
1
2 .

By integrating on [−1, 1− h], since A ∈ L1(−1, 1) (by assumption 3.b)), we obtain

∫ 1−h

−1
|u(x+ h)− u(x)|2 dx ≤ |u|21,a

∫ 1−h

−1
(A(x+ h)− A(x)) dx ≤

≤ R2

[∫ 1

−1+h

A(x) dx −
∫ 1−h

−1
A(x) dx

]
=

= R2

[∫ 1

1−h
A(x) dx −

∫ −1+h

−1
A(x) dx

]
−→ 0, as h→ 0+.

Now, let us prove that

sup
‖u‖1,a≤R

∫ 1

1−h
|u(x)|2 dx −→ 0, as h→ 0+. (2.3.3)

We have

|u(0)| ≤ |u(x)|+
∫ x

0

√
a(s)|u′(s)| 1√

a(s)
ds ≤

≤ |u(x)|+
(∫ 1

−1
a(s)|u′(s)|2 ds

) 1
2
(∫ x

0

ds

a(s)

) 1
2

≤ |u(x)|+ |u|1,a
√
A(x) .
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and

H2
a(−1, 1) := {u ∈ H1

a(−1, 1)| aux ∈ H1(−1, 1)} =

= {u ∈ L2(−1, 1)|u locally absolutely continuous in (−1, 1),

au ∈ H1
0 (−1, 1), aux ∈ H1(−1, 1) and (a ux)(±1) = 0}

respectively with the following norms

‖u‖2H1
a
:= ‖u‖2L2(−1,1) + |u|21,a and ‖u‖2H2

a
:= ‖u‖2H1

a
+ ‖(aux)x‖2L2(−1,1);

where |u|1,a = ‖√aux‖L2(−1,1) is a seminorm.

In this note we obtain the following result.

Lemma 2.3.1. Assume that ξa ∈ L1(−1, 1).

H1
a(−1, 1) →֒ L2(−1, 1) with compact embedding.

Proof. Given u ∈ H1
a(−1, 1), let

ū(x) =





u if x ∈ [−1, 1]

0 elsewere .

It is sufficient to prove that, for every R > 0,

sup
‖u‖1,a≤R

∫

R

|ū(x+ h)− ū(x)|2 dx −→ 0, as h→ 0 (2.3.1)

Let h > 0(2) and let u ∈ H1
a(−1, 1) be such that ‖u‖1,a ≤ R, we have the following

equality∫

R

|ū(x+ h)− ū(x)|2 dx =

2In the case h < 0 we proceed similarly.
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Integrating by parts, keeping in mind that β1γ1 6= 0, we have

∫ 1

−1
α∗ u

2 dx = −
∫ 1

−1

(a vx)x
v

u2 dx = −
[
a vx

u2

v

]1

−1
+

∫ 1

−1
a vx

(
u2

v

)

x

dx

= −a(1) vx(1)
u2(t, 1)

v(1)
+ a(−1) vx(−1)

u2(t,−1)
v(−1)

+

∫ 1

−1
a vx

2uux
v

dx−
∫ 1

−1
a v2x

(
u2

v2

)
dx

=
γ0

γ1
v(1)

u2(t, 1)

v(1)
− β0

β1
v(−1)u

2(t,−1)
v(−1)

+ 2

∫ 1

−1

√
a
vx

v
u
√
aux dx−

∫ 1

−1
a v2x

(
u2

v2

)
dx

≤ γ0

γ1
u2(t, 1)− β0

β1
u2(t,−1)

+

∫ 1

−1
a
(vxu
v

)2

dx+

∫ 1

−1
au2x dx−

∫ 1

−1
a v2x

(
u2

v2

)
dx

= − [aux u]
1
−1 +

∫ 1

−1
au2x dx ,

from which (2.2.8) follows. In fact, (2.2.8) holds true even for β1γ1 = 0, as one can

show by similarly argument.

2.3 Well-posedness in weighted Sobolev spaces:

strongly degenerate case

2.3.1 Weighted Sobolev spaces

In order to deal with the well-posedness of problem (1.2.1), it is necessary to introduce

the following weighted Sobolev spaces

H1
a(−1, 1) :=

:= {u ∈ L2(−1, 1) : u locally absolutely continuous in (−1, 1),
√
aux ∈ L2(−1, 1)}
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Therefore, considering (2.2.6) and (2.2.7), we observe that ωk∗ is the only eigenfunc-

tion of the operator defined in (2.2.4) that doesn’t change sign in (−1, 1).

STEP.2 Let us now prove that

k∗ = 1 ,

that is, λ1 = 0. Recall that

λ1 = min
u∈D(A)\{0}

−〈Au, u〉
‖u‖2 ,

where

〈Au, u〉 =
∫ 1

−1

(
(a ux)x u+ α∗ u

2
)
dx = [aux u]

1
−1 −

∫ 1

−1
a u2x dx+

∫ 1

−1
α∗ u

2 dx .

By Lemma 2.2.4, since λk∗ = 0, it is sufficient to prove that λ1 ≥ 0, or

∫ 1

−1
α∗ u

2 dx + [aux u]
1
−1 ≤

∫ 1

−1
a u2x dx, ∀ u ∈ H1

a(−1, 1) . (2.2.8)

If β1γ1 6= 0, using the Robin boundary conditions, we have

[aux u]
1
−1 = a(1)ux(t, 1) u(t, 1)− a(−1)ux(t,−1) u(t,−1)

=
−γ0
γ1

u2(t, 1) +
β0

β1
u2(t,−1).
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L∞(−1, 1). Then

λ1 = 0 and |ω1| =
v

‖v‖ .

Moreover, v
‖v‖ and − v

‖v‖ are the only eigenfunctions of A with norm 1 that do not

change sign in (−1, 1).

Remark 2.2.1. Problem (2.2.4) is equivalent to the following Sturm-Liouville system





(a(x)ωx)x + α∗(x)ω + λω = 0 in (−1, 1)




β0ω(−1) + β1a(−1)ωx(−1) = 0

γ0 ω(1) + γ1 a(1)ωx(1) = 0 .

Proof. (of Lemma 2.2.5)

STEP.1 We denote by

{−λk}k∈N and {ωk}k∈N,

respectively, the eigenvalues and orthonormal eigenfunctions of the operator (2.2.4)

(see Lemma 2.2.4). Therefore,

〈ωk, ωh〉 = 0, if h 6= k . (2.2.5)

One can check, by easy calculations, that v(x)
‖v‖ is an eigenfunction of A associated

with the eigenvalue λ = 0. Since v
‖v‖ has norm 1 and v(x) > 0 on (−1, 1), we have

that

∃ k∗ ∈ N : ωk∗(x) =
v(x)

‖v‖ > 0 or ωk∗(x) = −
v(x)

‖v‖ < 0, ∀x ∈ (−1, 1) . (2.2.6)

Writing (2.2.5) with k = k∗ we obtain

〈ωk∗ , ωh〉 =
∫ 1

−1
ωk∗(x)ωh(x)dx = 0, ∀h 6= k∗ . (2.2.7)
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for almost t ∈ [0, T ] (see [2]).

Theorem 2.2.3. For every α ∈ L∞(−1, 1)(1) and every u0 ∈ L2(−1, 1), there exists

a unique weak solution u ∈ B(QT ) to (??), which coincides with etAu0.

2.2.2 Sturm-Liouville systems.

Let A = A0 + αI, where the operator A0 is defined in (2.2.1) and α ∈ L∞(−1, 1).

Since A is self-adjoint and D(A) →֒ L2(−1, 1) is compact (see Proposition 2.2.2), we

have the following (see also [6]).

Lemma 2.2.4. There exists an increasing sequence with {λk}k∈N, λk −→ +∞ as k →

∞ , such that the eigenvalues of A are given by {−λk}k∈N, and the corresponding

eigenfunctions {ωk}k∈N form a complete orthonormal system in L2(−1, 1).

In this thesis we obtain the following result (see also [12]).

Lemma 2.2.5. Let A be the operator defined in (2.2.2) with α = α∗





D(A) = D(A0)

A = A0 + α∗I ,

(2.2.4)

and let {λk}, {ωk} be the eigenvalues and eigenfunctions of A, respectively, given by

Lemma 2.2.4. Let v ∈ D(A) be such that v > 0 on (−1, 1), and α∗(x) = − (a(x)vx(x))x
v(x)

∈
1By repeated applications of Theorem 2.2.3, one can obtain an existence and uniqueness result

when α is piecewise static (α(·, x) piecewise constant in t, and α(t, ·) ∈ L∞(−1, 1), ∀t ∈ (0, T )). The
same result holds for α ∈ L∞(QT ), but for the purposes of the present thesis the piecewise static
case will suffice.
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where β0, β1, γ0, γ1 ∈ R, β2
0 + β2

1 > 0, γ20 + γ21 > 0, satisfy the sign condition

β0β1 ≤ 0 and γ0γ1 ≥ 0.

Observe that A0 is a closed, self-adjoint, dissipative operator with dense domain

in L2(−1, 1). Therefore, A0 is the infinitesimal generator of a C0 − semigroup of

contractions in L2(−1, 1).

Next, given α ∈ L∞(−1, 1), let us introduce the operator





D(A) = D(A0)

A = A0 + αI .

(2.2.2)

For such an operator we have the following proposition.

Proposition 2.2.2. D(A) is compactly embedded and dense in L2(−1, 1).

A : D(A) −→ L2(−1, 1) is the infinitesimal generator of a strongly continuous semi-

group, etA, of bounded linear operators on L2(−1, 1).

Observe that problem (??) can be recast in the Hilbert space L2(−1, 1) as




u′(t) = Au(t) , t > 0

u(0) = u0 .

(2.2.3)

where A is the operator in (2.2.2).

We recall that a weak solution of (2.2.3) is a function u ∈ C0([0, T ];L2(−1, 1))

such that for every v ∈ D(A∗) the function 〈u(t), v〉 is absolutely continuous on [0, T ]

and

d

dt
〈u(t), v〉 = 〈u(t), A∗v〉 ,
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and

H2
a(−1, 1) := {u ∈ H1

a(−1, 1)| aux ∈ H1(−1, 1)},

respectively with the following norms

‖u‖21,a := ‖u‖2L2(−1,1) + |u|21,a and ‖u‖22,a := ‖u‖21,a + ‖(aux)x‖2L2(−1,1),

where |u|1,a := ‖√aux‖L2(−1,1) is a seminorm.

In this paper we consider the following space

B(QT ) = C0([0, T ];L2(−1, 1)) ∩ L2(0, T ;H1
a(−1, 1)),

where let us define the following norm

‖u‖2B(QT ) := sup
t∈[0,T ]

‖u(t, ·)‖2L2(−1,1) + 2

∫ T

0

∫ 1

−1
a(x)u2xdx dt, ∀u ∈ B(QT ) .

In [1] the following result is obtained.

Lemma 2.2.1. H1
a(−1, 1) →֒ L2(−1, 1) with compact embedding.

A similar result is obtained in [11], in cooperation with P. Cannarsa, in the strongly

degenerate case (see also Section 2.3).

We now recall the existence and uniqueness result for system (??) obtained in [9]

(see also [1]). Let us consider, first, the operator (A0, D(A0)) defined by





D(A0) =



u ∈ H

2
a(−1, 1)

∣∣∣∣




β0u(−1) + β1a(−1)ux(−1) = 0

γ0 u(1) + γ1 a(1) ux(1) = 0





A0u = (aux)x , ∀ u ∈ D(A0) ,

(2.2.1)
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where φ(t) and ψ(t) are nonnegative, summable functions on [0, T ].

Then

η(t) ≤ e
∫ t

0 φ(s)ds

[
η(0) +

∫ t

0

ψ(s)ds

]

for all 0 ≤ t ≤ T .

In particular, if ψ(t) ≡ 0 in (2.1.1), i.e. η′ ≤ φ η for a.e. t ∈ [0, T ], and η(0) = 0,

then

η ≡ 0 in [0, T ].

2.2 Well-posedness in weighted Sobolev spaces: weakly

degenerate case

In order to deal with the well-posedness of problem (??), it is necessary to introduce

the weighted Sobolev spaces H1
a(−1, 1) and H2

a(−1, 1).

2.2.1 Weighted Sobolev spaces

Let us consider the function a ∈ C0([−1, 1]) ∩ C1(−1, 1) such that a(·) fulfills the

following properties

a(x) > 0 ∀ x ∈ (−1, 1), a(−1) = a(1) = 0,

1
a
∈ L1(−1, 1).

Let us define the following weighted Sobolev spaces

H1
a(−1, 1) := {u ∈ L2(−1, 1) : u absolutely continuous in [−1, 1],

√
aux ∈ L2(−1, 1)}
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and the negative-part function

v−(x) = max (0,−v(x)) , ∀x ∈ Ω .

Then we have the following equality

v = v+ − v− in Ω .

For the functions v+ and v− the following result of regularity in Sobolev’s spaces will

be useful (see [33], Appendix A ).

Theorem 2.1.1. Let Ω ⊂ R
n, u : Ω −→ R, u ∈ H1,s(Ω), 1 ≤ s ≤ ∞. Then

u+, u− ∈ H1,s(Ω)

and for 1 ≤ i ≤ n

(u+)xi
=





uxi
in {x ∈ Ω : u(x) > 0}

0 in {x ∈ Ω : u(x) ≤ 0} ,

and

(u−)xi
=





−uxi
in {x ∈ Ω : u(x) < 0}

0 in {x ∈ Ω : u(x) ≥ 0} .

2.1.2 Gronwall’s inequalities

We look at the differential form of Gronwall’s inequality (see [21]).

Lemma 2.1.2. (Gronwall’s inequality: differential form). Let η(t) be a nonnega-

tive, absolutely continuous function on [0, T ], which satisfies for a.e. t ∈ [0, T ] the

differential inequality

η′(t) ≤ φ(t)η(t) + ψ(t), (2.1.1)



Chapter 2

Well-posedness for linear problems

In this chapter we start by defining the weighted Sobolev spaces H1
a(−1, 1) and

H2
a(−1, 1), then we give the proof of some results, obtained in collaboration with

P. Cannarsa, that will be useful in the following chapters. In particular, we ob-

tain several results for regular and singular Sturm-Liouville systems (see also [12]

and [11]). The main results of this chapter is to study the well-posedness for linear

systems weakly degenerate (Section 2.2) and strongly degenerate (Section 2.3).

2.1 Preliminaries

We start by introducing the positive and negative part and by recalling a result which

deals with their regularity.

2.1.1 Positive and negative part

Given Ω ⊆ R
n, v : Ω −→ R we consider the positive-part function

v+(x) = max (v(x), 0) , ∀x ∈ Ω ,

13
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Once well-posedness is established in Chapter 4, we turn to the analysis of the ap-

proximate controllability of (1.0.1) via bilinear controls. We show that any initial

state u0 ∈ H1
a(−1, 1), can be steered in a sufficiently large time into any nonnegative

neighborhood of any nonnegative target state ud ∈ H1
a(−1, 1) satisfying the following

〈u0, ud〉1,a > 0 .

The main technical difficulty to overcome with respect to the uniformly parabolic

case treated in [29], is the fact that functions in H1
a(−1, 1) need not be necessarily

bounded when the operator is strongly degenerate.

Moreover, unlike [29] where specific growth bounds were assumed for f, here we

are interested in studying general polynomial nonlinearities (see (1.0.2) and (1.0.3)),

under the sign condition (1.0.4), in order to be able to cover not only Budyko’s model

but also Sellers’s. The way we propose in the thesis to make the above program work

consists in taking initial and target states little more regular than in [29], that is, in

H1
a(−1, 1). Although in this thesis we propose a complete solution of the approximate

controllability problem for (1.0.1), we believe that our methodology could be extended

other interesting related questions. For instance as mentioned above, we would to

derive similar results for semilinear weakly degenerate control systems. Moreover, in

the future we intend to investigate problems in higher space dimensions on domains

with specific geometries.

Finally, once the above two issues have been addressed, we would like to extend our

approach to other nonlinear systems of parabolic type, such as the equations of fluid

dynamics.
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can be steered, in the space of square-summable functions, from any nonzero, non-

negative initial state into any neighborhood of any desirable nonnegative target-state

by bilinear static controls. Moreover, we extend the above result relaxing the sign

constraint on the initial-state.

On the other hand, in the SD case (Section 2.3 and Section 4.2) one is forced to

restrict to the Neumann type boundary conditions (as in the Budyko-Sellers model)




vt − (a(x)vx)x = α(t, x)v in QT = (0, T )× (−1, 1)

a(x)vx(t, x)|x=±1 = 0 t ∈ (0, T )

v(0, x) = v0(x) x ∈ (−1, 1) .

(1.2.1)

Even in this case, we establish the global approximate multiplicative controllabil-

ity in L2(−1, 1) (Section 4.2), after proving the compact embedding in L2(−1, 1) of

the weighted Sobolev space H1
a(−1, 1) under the assumption ξa ∈ L1(−1, 1), where

ξa(x) =
∫ x

0
ds
a(s)

.

The nonlinear problem (1.0.1) is treated in Chapter 3 (Well-posedness) and Chap-

ter 5 (Controllability) of this thesis.

For brevity, we focus just on strongly degenerate problems, thus including the Budyko-

Sellers model, but we are confident that this approach also applies to semilinear

weakly degenerate equations with general Robin type boundary conditions. We will

consider such generalizations in future works.

We begin by establishing the existence and uniqueness of solutions to (1.0.1). We

follow the classical method which consists in obtaining a local result by fixed point

arguments, and then show that the solution in global in time by proving an a priori

estimate.
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1.2 Structure and contents

In the first part of this thesis we study the approximate controllability of (1.0.1) by

bilinear controls.

First, we consider the linear problem (i.e., when f ≡ 0) in two distinct kinds of set-up

(In Chapter 2 the Well-posedness and in Chapter 4 the Controllability), namely

• weakly degenerate problems (WD), that is, when 1
a
∈ L1(−1, 1), (Section 2.2

and Section 4.1)

• strongly degenerate problems (SD), that is, when 1
a
6∈ L1(−1, 1). (Section 2.3

and Section 4.2)

Observe that the Budyko-Sellers model is an example of SD operator.

The WD case is somewhat similar to the uniformly parabolic case. Indeed, it turns

out that all functions in the domain of the corresponding differential operator possess

a trace on the boundary, in spite of the fact that the operator degenerates at such

points. Indeed, in the WD case we are able to study the equation

vt − (a(x)vx)x = α(t, x)v in QT = (0, T )× (−1, 1) ,

with general Robin boundary conditions




β0v(t,−1) + β1a(−1)vx(t,−1) = 0 t ∈ (0, T )

γ0 v(t, 1) + γ1 a(1) vx(t, 1) = 0 t ∈ (0, T ) .

For this Cauchy-Robin problem we obtain an result of global approximate multiplica-

tive controllability in L2(−1, 1) (Section 4.1). Indeed we show that the above system
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Additive control problems for the Budyko-Sellers model have been studied by J.I.Diaz,

in the work [18]. Even in Budyko-Sellers model, modeling the control action by an

additive term would require huge amounts of energy, which may not always be real-

istic to afford. On the other hand, one could imagine to influence the so-called albedo

by some kind of device as predicted by J. Von Neumann

“Microscopic layers of colored matter spread on an icy surface, or in the atmo-

sphere above one, could inhibit the reflection-radiation process, melt the ice and change

the local climate.” (J. von Neumann, Nature, 1955)

and

“Probably intervention in atmospheric and climate matters will come in a few

decades, and will unfold on a scale difficult to imagine at present” (J. von Neumann,

Nature, 1955) .

From the mathematical view point such a control action would take the form of

a bilinear control, that is, a control given by a multiplicative coefficient.

This explains the growing interest in multiplicative controllability. General references

for multiplicative controllability are, e.g., [27], [28], [30], [31], [32], [3].

Our approach is inspired by [29] and [13]. In [29] A.Y. Khapalov studied the global

nonnegative approximate controllability of the one dimensional non-degenerate semi-

linear convection-diffusion-reaction equation governed in a bounded domain via the

bilinear control α ∈ L∞(QT ). In [13] P. Cannarsa and A.Y. Khapalov derived the

same approximate controllability property in suitable classes of functions that change

sign.
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Figure 1.3: www.globalwarmingart.com (copyrighted by Global Warming Art)

In the one-dimensional Budyko-Sellers we take the average of the temperature at

x = cosφ. In such a model, the sea level mean zonally averaged temperature u(t, x) on

the Earth, where t denotes time satisfies the following degenerate Cauchy-Neumann

problem (1.1.1) in the bounded domain (−1, 1)





ut −
(
(1− x2)ux

)
x
= g(t, x)h(x, u) + f(t, x), x ∈ (−1, 1)

(1− x2)ux|x=±1 = 0 .

(1.1.1)

Observe that the leading part of the differential operator in (1.1.1) satisfies as-

sumptions (A.4).

1.1.2 Mathematical motivations

In Control theory, boundary and interior locally distributed controls are usually em-

ployed (see, e.g., [14], [15], [16], [22], [23], [25]), [4] and [5]. These controls are additive

terms in the equation and have localized support.

However, such models are unfit to study several interesting applied problems such as

chemical reactions controlled by catalysts, and also smart materials, which are able

to change their principal parameters under certain conditions.
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• Budyko

β(u) =





β0 u < −10

[β0, β1] u = −10

β1 u > −10 ,

• Sellers

β(u) =





β0 u < u−

line u− ≤ u ≤ u+

β1 u > u+ ,

where u± = −10± δ, δ > 0.

Moreover, in Budyko we have

Re(t,X, u) = A(t,X) + B(t,X)u,

while in Sellers

Re(t,X, u) ≃ C u4 .

On M = Σ2 the Laplace-Beltrami operator is

∆M =
1

sinφ

{ ∂

∂φ

(
sinφ

∂u

∂φ

)
+

1

sinφ

∂2u

∂λ2

}

where φ is the colatitude and λ is the longitude.
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1-albedo function).

Albedo is the reflecting power of a surface. It is defined as the ratio of reflected ra-

diation from the surface to incident radiation upon it. It may also be expressed as a

percentage, and is measured on a scale from zero for no reflecting power of a perfectly

black surface, to 1 for perfect reflection of a white surface.

Figure 1.2: www.esr.org (copyrighted by ESR)

The main difference between Budyko’s model and the one by Sellers, is that in the

former the coalbedo function is discontinuous, while in the latter it is a continuous

function. In fact we have
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The effect of solar radiation on climate can be summarized in the following figure

Figure 1.1: www.edu-design-principles.org (copyrighted by DPD)

We have the following energy balance :

Heat variation = Ra −Re +D

• Ra = absorbed energy

• Re = emitted energy

• D = diffusion

The general formulation of the Budyko-Sellers model on a compact surface M

without boundary is as follows

ut −∆Mu = Ra(t,X, u)−Re(t,X, u)

where u(t,X) is the distribution of temperature and ∆M is the classical Laplace-

Beltrami operator. Moreover,

Ra(t,X, u) = Q(t,X)β(X, u).

In the above, Q is the insolation function, and β is the coalbedo function (that is,
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1.1 Motivations

1.1.1 Physical motivations: Climate models and degenerate

parabolic equations

Climate depends on various parameters such as temperature, humidity, wind intensity,

the effect of greenhouse gases, and so on. It is also affected by a complex set of

interactions in the atmosphere, oceans and continents, that involve physical, chemical,

geological and biological processes.

One of the first attempts to model the effects of interaction between large ice

masses and solar radiation on climate is the one due, independently, by Budyko [7, 8]

and Sellers [37] (see also [17, 18, 19], [20], [26] and the references therein). Such

a model studies how extensive the climate response is to an event such as a sharp

increase in greenhouse gases; in this case we talk about climate sensitivity. A process

that changes climate sensitivity is called feedback. If the process increases the intensity

of response we say that it has positive feedback, whereas it has negative feedback if it

reduces the intensity of response.

The Budyko-Sellers model studies the role played by continental and oceanic areas

of ice on climate change.
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(A.3) f : (−1, 1)× R→ R is a Carathéodory function such that

there exist ϑ > 1, γ0 > 0, and γ1 > 0 such that

|f(x, u)| ≤ γ0 |u|ϑ, for a.e. x ∈ (−1, 1), ∀u ∈ R , (1.0.2)

and

|f(x, u)− f(x, v)|

≤ γ1
(
1 + |u|ϑ−1 + |v|ϑ−1

)
|u− v|, for a.e. x ∈ (−1, 1), ∀u, v ∈ R; (1.0.3)

there exists a nonnegative constant ν such that

f(x, u) u ≤ ν u2, for a.e. x ∈ (−1, 1), ∀u ∈ R ; (1.0.4)

(A.4) a ∈ C1([−1, 1]) is such that

a(x) > 0 ∀ x ∈ (−1, 1), a(−1) = a(1) = 0,

and, the function ξa(x) =
∫ x

0
ds
a(s)

satisfies the following

ξa ∈ L2ϑ−1(−1, 1).

The equation in the Cauchy-Neumann problem (1.0.1) is a degenerate parabolic

equation because the diffusion coefficient, positive on (−1, 1), is allowed to vanish at

the extreme points of [−1, 1].

Interest in degenerate parabolic equation dates back by almost a century. Significant

contributions are due to G. Fichera (see e.g. [24]) and Oleinik (see e.g. [35]).

The main physical motivations for studying degenerate parabolic problems with the

structure described above come from mathematical model in climate science as we

explain below.



Chapter 1

Introduction to PART 1:

Approximate multiplicative

controllability for degenerate

parabolic problems

This thesis is concerned with the analysis of linear and semilinear parabolic control

systems in one space dimension, governed in the bounded domain (−1, 1) by means

of the bilinear control α(t, x), of the form





ut − (a(x)ux)x = α(t, x)u+ f(x, u) in QT := (0, T )× (−1, 1)

a(x)ux(t, x)|x=±1 = 0 t ∈ (0, T )

u(0, x) = u0(x) x ∈ (−1, 1) .

(1.0.1)

under the following assumptions:

(A.1) u0 ∈ H1
a(−1, 1) := {u ∈ L2(−1, 1) : u locally absolutely continuous in (−1, 1),

√
aux ∈ L2(−1, 1)};

(A.2) α ∈ L∞(QT );

2
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Preface

This thesis consists of two parts, both related to the theory of parabolic equations

and systems. The first part is devoted to control theory which studies the possibility

of influencing the evolution of a given system by an external action called control.

Here we address approximate controllability problems via multiplicative controls, mo-

tivated by our interest in some differential models for the study of climatology.

In the second part of the thesis we address regularity issues on the local differentiabil-

ity and Hölder regularity for weak solutions of nonlinear systems in divergence form.

In order to improve readability, the two parts have been organized as completely in-

dependent chapters, with two separate introductions and bibliographies.

All the new results of this thesis have been presented at conferences and workshops,

and most of them appeared or are to appear as research articles in international

journals. Related directions for future research are also outlined in body of the work.

Rome, Italy Giuseppe Floridia
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