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Chapter 1

Physics of Cosmic Rays

1.1 History of cosmic rays

Cosmic rays were first discovered by the austrian physicist Victor Hess, and since then have
been an inexhaustible source of discoveries in astroparticle and subnuclear physics.

After the discovery of radioactivity by Henri Becquerel in 1896, it was generally believed that
atmospheric electricity (ionization of the air) was caused only by radiation from radioactive
elements in the ground or the radioactive gases (isotopes of radon) they produce. In 1910
Theodor Wulf developed an electroscope. He took it on the edge of the Eiffel Tower to measure
the radiation, and observed a decrease of the radiation with respect to the sea level, but not as
much as he expected.

Then, in 1912 V.F.Hess [1] carried three Wulf electroscopes at different altitudes during a balloon
flight. He noted that the intensity of the ionizing radiation first decreased as the balloon went
up, but above 1000 m the radiation started to increase, becoming 4 times greater at heights
above 5000 m. This result did not conform with the idea that this ionization was caused by
radioactive elements in the surface of the earth and Hess concluded that the observed radiation
was of extraterrestrial origin and its intensity decreased with the interaction in atmosphere.
R.A Millikan [2], initially sceptical on the Hess’ conclusions, finally confirmed his hypothesis
and suggested that the formation of complex nuclei from protons and electrons in the universe
produces a gamma radiation, that he called ’cosmic rays’. The results of Hess were confirmed
also by the experiments performed by Kolhorster in 1914-1919.

In 1929 Bothe and Kolhorster vertically disposed two Geiger counters and discovered a great
number of coincidences. To test that a single charged particle passes through both counters,
they disposed a golden block 4 ¢cm high between them, discovering that 75% of the rays traversed
also the block. This value of coincidence was comparable with that in the atmosphere and the
measurement of the absorption coefficient was not compatible with the hypothesis of a gamma
radiation at sea level [3].

That most of the incoming radiation consisted of charged particles was established first by Clay
[4]. He showed that the ionization due to cosmic rays increased by 16% between the Equator
and the geomagnetic latitude of Amsterdam, indicating that the cosmic rays were primarily
charged as the lower energy component was progressively deflected by the geomagnetic fields
at lower latitudes. In 1930 B. Rossi showed that if the cosmic rays were predominantly of one
charge there should have been an ’east-west effect’. A 10% excess in cosmic rays in westerly
directions was observed by Compton in the experiments performed in 1933-1937 [5] with about
70 ionization chambers located between the equator and a latitude of 50°. This evidence showed
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that the cosmic rays are predominantly positively charged.

In 1934, Bruno Rossi [6] reported an observation of near-simultaneous discharges of three Geiger
counters widely separated in a horizontal plane to form a triangle during a test of equipment
he was using in a measurement of the east-west effect. He developed also a coincidence circuit
to select only the events simultaneously hitting the 3 counters. The great number of observed
coincidences showed for the first time the existence of a shower of secondary particles.

In 1938 Pierre Auger and R.Maze [7] detected the same phenomenon with counter separated by
distances as large as 20 meters. Subsequent experiments in the Alps showed that the coincidences
continued to be observed even at a distance of 200 meters. He concluded that cosmic rays,
entering into the atmosphere and interacting with air molecules, produce a shower of secondary
particles that reaches the sea level: he introduced the name ’Ezstensive Air Showers’, or EAS.
P. Auger and collaborators deduced that the primary energy was about 10'® eV and opened up
a new way of exploring an energy regime far beyond direct measurement methods.

The studies with cosmic rays continued with extended array of Geiger counters. In 1962 J.Linsley
and L.Scarsi [8] observed the first event of 1020 eV at the Volcano Ranch array in new Mexico
[9]. In the following years many cosmic rays detectors with different detection techniques were
developed: Haverah Park in UK [10], SUGAR in Australia [11], Yakutsk in Russia [12], AGASA
in Japan [13], Fly’s Eye [14], HiRes I [190] and HiRes II [16] in the Utah, and more recently the
Pierre Auger Observatory [17] and TA [18].

Many discoveries are directly linked to the studies of cosmic rays, like the discovery of positrons
by Anderson [19], muons by Anderson and Neddermeyer [20], pions by Powell and Occhialini [21]
and first particles with strangeness by Rochester and Butler [22]. So it is evident the influence
that cosmic ray discovery had on the particle physics development.

Many steps forward have been made in the understanding of the nature and properties of such
radiation, but some essential questions, like the origin and the acceleration or their exact chemi-
cal composition, still remain unanswered or not totally clear. So, although cosmic rays were
discovered a century ago, they are still subject to intensive and fascinate studies today.

1.2 Features of cosmic rays

1.2.1 The energy spectrum of cosmic rays

To understand the origin and nature of the cosmic rays we begin with the analysis of their overall
energy spectrum. The cosmic ray spectrum extends over about 12 decades in energy with a flux
which follows a power law E~7 and spans about 32 orders of magnitude.

The flux falls, at a rate of about 3 orders of magnitude per energy decade, from about one
particle per m? per second at around 100 GeV to one particle per km? per year above 10 EeV.
The total flux of particles over all energies amounts to about 1000 m~2s~!. The differential
all-particle spectrum is shown in Figure 1.1(a), and in Figure 1.1(b) multiplied by a factor E*7
to recognize structures in the spectrum . The differential flux can be accurately described by a
broken power-law function:

AN 2.7 E <4x10%eV
o5~ E™7 withy~<{ 3.0-31 4x10%eV<E<4x108eV (1.1)
27-30 E>4x10%eV

We can divide the spectrum in the following energy regions:

- Below 10 eV: this region at lower energy is dominated by the contribution of the Sun,
while the solar wind shields protons coming from outside the solar system. The low energy
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Figure 1.1: 1.1(a): The all-particle spectrum from direct and air shower measurements multiplied by a factor E2
(compilation from [23]); 1.1(b): The all-particle spectrum from air shower measurements multiplied
by a factor E*” (compilation from [24]). The shaded area shows the range of the direct cosmic ray
spectrum measurements.

‘solar’ cosmic rays fade more or less smoothly into the galactic ones. Their intensity

strongly depends on the solar activity and solar events such as flares.

- Below (2-5)x10'% eV: the particles are modulated by the solar flux and a strong anti-
correlation between solar activity and intensity of the cosmic rays is observed.

- From 10 eV to ~ 4x 10! eV: cosmic rays are originated within our galaxy. They reach
the Earth’s atmosphere because energy is not large enough to allow them to escape the
magnetic field of our galaxy. The most plausible acceleration process is shock acceleration
in supernovae remnants.

- Around 10'5-10'6 eV: at these energies the spectrum becomes steeper and a sudden
change of the power-law slope to E™2 appears. This region is called knee and might
indicate a change in the source mechanism, and thus in acceleration processes of the
cosmic rays. This is consistent with the idea that the galactic cosmic rays are accelerated
by supernovae and the acceleration process becomes less efficient above 10'® eV. The knee
can be interpreted as superposition of the energy spectra of the different elements, that
exhibit their cutoff at different energies. It is still under investigation whether the exact
shape of the knee can be described by a rigidity- or mass- dependent cutoff energy.

- From 10'6 eV to 10" eV: now the spectrum is again a power-law with spectral index
3.0-3.1. The existence of a second knee at around 4x10'7 eV is discussed in Chapter 4.

- Around 10'®5 eV: this region, known as ankle, appears with a flattening of the spectrum.
Debating interpretations are currently present in literature, dealing with the transition
from galactic to extragalactic sources and with the source properties.
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Figure 1.2: 1.2: The abundances of various nuclei in the cosmic radiation compared to the abundances in the
solar system. The nuclear charge scale refers to the elementary group H-Ni. The abundances are
normalized to Si=1. (Compilation is based on [25]); 1.2(b): Cosmic rays energy spectra for the major
components present in the primary radiation.

- Above 10 eV: the experimental data of HiRes and Auger, put in evidence a cutoff in

the spectrum, compatible with the suppression expected from the GZK effect (see section
1.2.4).

1.2.2 Mass composition

The composition of the cosmic radiation has been studied with the highest precision by satellite
and balloon experiments up to energies of 104 eV. Up to these energies CR are mainly composed
by about 98% of hadrons and about 2% of electrons. Only ~ 0.2% is composed by photons and
neutrinos. The hadronic component is dominated by protons (87%) and helium (12%), while
the rest 1% corresponds to fully ionized nuclei of heavy elements. The predominance of protons
and helium nuclei is due to the fact that the Earth’s magnetic field and the solar wind shield
heavy nuclei. Comparing the relative abundances of cosmic rays with those of Solar System
elements, a similar trend with some exceptions is observable (Figure 1.2). The first is the lower
abundance of hydrogen and helium in the cosmic radiation with respect to the abundance in our
solar system. This is probably originate from their relatively high ionization energies and, since
the most popular acceleration processes are only efficient for charged particles, it is assumed that
only the ionized fraction of hydrogen and helium atoms is accelerated. The second exceptions
concerns two groups of elements, Li, Be, B and Sc ,Ti ,V ,Cr ,Mn, that are more abundant
in the cosmic ray composition than in the Solar System. This discrepancy is easily explained
as a result of spallation. In fact the primary cosmic rays accelerated in their sources have to
propagate through the interstellar medium to reach the Earth and in this process there are
spallation phenomena between the cosmic rays and the ambient interstellar gas. The net result
is that the common elements in the cosmic rays are chipped away and fragmented populating
the nuclear channel with atomic and mass numbers just less than those of the common groups
of elements. Those elements which are produced in large abundances in the sources are called
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primary elements, while those mainly produced by spallation in the interstellar gas are called
secondary elements. In Figure 1.2(b) the energy spectra for protons, helium, carbon and iron
nuclei are plotted as a function of the kinetic energy per nucleon.

At energies around the knee, since it is not possible to perform a direct measurement of the
cosmic radiation, the nature of primary particles is inferred from Extensive Air Shower studies.
In the past years it has become obvious that the knee is not a sharp kink but more a continuous
change of the slope and extends over a wider energy range between 3x10'% eV and 10'6 eV. It can
be understood in terms of the different elementary components having similar energy spectra,
but different cutoff energies. In this energy region a shift towards a heavier nuclei composition
is observed. The standard interpretation for the knee-feature is based on the escape from the
galaxy of the lighter galactic component of cosmic rays. In fact, at energies above 10! eV the
galactic magnetic field is no more able to confine light particles, due to the high value of their
magnetic rigidity.

However various scenarios to explain the knee are proposed in the literature. A category of
models discuss astrophysical reasons (acceleration in supernovae remnants, diffusive propaga-
tion through the galaxy), arguing that the knee is an intrinsic property of the energy spectrum,
while in other models new particle physics processes in the atmosphere are involved so that the
knee does not exist in the primary energy spectrum, being only an effect of observing extensive
air showers in the atmosphere. The basic idea of these theories is that a new type of interaction,
with threshold in the knee region, transfers energy to a component not observable (or not yet
observed) in air shower experiments. In the model by Kazanas and Nicolaidis the energy is
transferred into techni-hadrons, lightest supersymmetric particles [26], and gravitons [27].
Although the current experimental data can not rule these alternative explanations for the knee
(see [28-32]), extrapolations of the low energy cosmic ray data with a rigidity dependent cutoff
can describe the existing data very well. Moreover, the deconvoluted galactic mass spectra mea-
sured with KASCADE show distinct knees for each elemental component, compatible with a
rigidity dependent knee. A precise measurements of the average mass of cosmic rays as function
of energy and the spectra of individual elements or at least of elemental groups is therefore a
key point to distinguish among the proposed models.

The high energy cosmic rays above the knee have two crucial problems, both related to the
explanation of the features observed in the energy spectrum. One is the transition from galactic
to extragalactic cosmic rays and the nature of the ankle, and the other is the end of the spectrum
and the presence of the GZK cutoff, discussed in section 1.2.4.

There is a debate on the transition from the galactic to the extragalactic cosmic ray component.
The most popular models explaining this features are:

- the ankle model [193]: the ankle feature is reproduced as the intersection of a flat extra-
galactic component (proton injected with flat generation spectrum oc E~2 valid for non-
relativistic shock acceleration) with a steep galactic component of iron. The beginning
of the ankle at £ ~ 10" eV corresponds to equal fluxes of galactic and extragalactic
cosmic rays at this energy. However, this model has a great difficulty: it requires another
component of galactic cosmic rays with acceleration up to energy 100 times greater than
maximum energy in the standard model, around the iron knee ~8x 106 eV.

- the dip model [34]: all extragalactic cosmic rays are assumed to be protons and the ankle
can be explained by a propagation effect. While traveling through the cosmic microwave
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background (CMB) over extragalactic distances, protons loose energy due to Bethe-Heitler
ete™ pair production. This causes a suppression of the flux and a pile up at slightly lower
energies. The model predicts a transition energy that is low enough to be compatible with
current estimates of the maximum energy of galactic accelerators and can well reproduce
spectral data. However, the hard injection spectrum at the source is problematic in terms
of the overall energy luminosity of extragalactic sources if extrapolated to low energies.

- the mized composition model [36, 194]: the composition of the extragalactic flux, as it
arrives at Earth, is strongly altered during propagation over extragalactic distances, and
thus must be very different from the original composition at the sources. Because of
the required low flux of the extragalactic component, a new galactic component needs
to be introduced (component B), which fills the gap between the vanishing galactic flux
from component A and the observed all particle spectrum in the energy interval from the
knee up to the ankle. It can be argued that the component B may be associated with
special classes of supernova explosions [37, 38]. As the dip model, this model gives a good
description of the existing spectrum data, but with a much softer extra-galactic source
spectrum. The transition from galactic to extragalactic cosmic rays is at about a factor
10 higher energies close to 1 EeV and correspondingly, this model needs galactic sources
with a higher maximum acceleration energy than the dip-model.

At present the experimental results are contradictory in some cases and do not point towards
a common interpretation. The HiRes collaboration claims that above 1 EeV, the data are
consistent with a light, mainly protonic composition if compared to the QGSJET prediction [39].
The conclusion is confirmed by recently analyzed stereo data, extending the elongation rate to
nearly 100 EeV. On the contrary, the data from the Pierre Auger Observatory favors a mixed
composition at all energies [40]. Therefore the problem of the cosmic rays mass composition is
still open and debated, being one of the key point of study of the Pierre Auger Observatory.

1.2.3 Arrival directions

The question regarding the arrival direction of cosmic rays is not yet fully solved, depending on
the energy regime.

- Below 10Y eV: the flux of cosmic rays is significantly influenced by the process of solar
modulation and hence information about the arrival direction of these cosmic rays at the
Solar System is lost. An increase in the intensity of solar cosmic rays is followed by a
decrease in all other cosmic rays, due to the fact that the solar wind is sweeping the
cosmic rays further outward. This phenomenon is called Forbush effect [41].

- Between 10° eV and 10!7 eV: above 10° eV the majority of detected particles originates
from outside the heliosphere. The energies are small enough so that these particles can be
trapped by galactic magnetic fields. Because of the deviation caused by the magnetic field,
up to these energies the cosmic ray directions are completely isotropic. Measurements
from the KASCADE experiment in the PeV-energy regime [42, 43] and L3-Cosmics in the
multi GeV-energy regime [44] indicate that anisotropies larger than 1% can be excluded.
Nevertheless, in the multi-TeV energy regime a small scale anisotropy has been observed by
the Super-Kamiokande experiment [45, 46], and Tibet experiment [43, 47, 48]. The Tibet
results are of the order of 0.01% and can be explained by the rotation of the Sun within the
galaxy and the Earth’s motion along its orbit [48]. One expects a sidereal-diurnal effect
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of amplitudes. This effect is known as Compton-Getting effect and manifests as dipole.
Additionally, the Super-Kamiokande experiment has measured additional higher harmonic
small scale anisotropies [46].

- Around 10'® eV: at this energy the deflection of the magnetic field in our galaxy becomes
smaller. An anisotropy is expected and the cosmic rays should point to their sources.
Currently, there is an issue of plausibility of experimental data. Experiments like AGASA
[49] and SUGAR [50] have reported an excess from the galactic center, as well as spacial
multiplets, but it is excluded by the Pierre Auger Observatory [51].

- Around 10?° eV: the Larmor radius R and the angular deflection of a particle of charge
Z from a straight line trajectory in a magnetic field can be estimated by [52]:

Pis — ng~ .30 7 Hre X Puc _ 5o 7 Latne X B

Ry =~ ———— Zkpe RS
e ™7 Bua Ex Exo

where, E1g and Fy are energy in units of 10'® and 10%° eV, B is the magnetic field strength

in 4G or nG, and L is the source distance in kpc or Mpc unites. The former case is typical
for Galactic dimensions and fields, while the latter one is for extra-galactic paths. The
exact strength of intergalactic field is rather vague, but it is plausible to assume that the
fields are coherent on scales of about 1 Mpc. Interpreting the consecutive deflections along
the regions of coherent fields in terms of multiple scattering, the average angular deviation
from a straight line path can be approximated as /L. times the angular deflection over
1 Mpc. The estimated angular deflection of a 10%° eV proton over Galactic distances is
~ 0.3°, so that, if extragalactic deflections are negligible, we can locate the source with
high precision with a detector angular resolution comparable to 0.3°. However, extra-
galactic deflection are likely to exceed galactic deflection, even though the interaction with
the background radiation limits the path to about 50 Mpc. This means that the arrival
direction should be dispersed at maximum by v/50 x 0.3° = 2.1°.

Recently the Pierre Auger Observatory claimed a correlation of the events with energies
above 6x 10 eV with the position in the sky of some known AGNs [53]. Although the AGN
are currently considered the prime source candidates, up to now no definitive evidences of
cosmic ray sources have been established.

1.2.4 The GZK cutoff

In 1965 Penzias and Wilson [54] discovered the existence of the Cosmic Microwave Background
Radiation (CMBR), Big Bang remnants constituted by photons at 2.7° K permeating the whole
Universe. The following year (1966) Greisen [55] and independently Zatsepin e Kuz'min [56]
showed that the interaction of cosmic ray primaries with CMBR photons would have led to a
cutoff in the cosmic ray spectrum at the highest energies. The cutoff in the spectrum became
known as the GZK-limit, from the names of the three physicists. The interaction of primary
protons and heavier nuclei with the CMB radiation determines a rapid degradation of their
energy, originating the cut in the spectrum.
The main reactions occurring between protons and CMBR. photons are photo-pion production
and eTe™ pair production:

w0 +p

p+YcmB — 7T +n (1.2)
P+ et +e”
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Denoting with ~, m, E, 6 the Lorentz factor, the mass, the energy and the reaction collision
angle of the produced particle and with E,_,,, the photon energy in the laboratory system, the
energy threshold Fy, associated to the photo-pion can be derived from the following equation
[57]:

A
Evouns (v — \/’)/27—1008 0) = Am 2 [1 + 2771}

m

with Am mass difference between incoming and outgoing particles. The minimum threshold
energy is found for head-on collisions (cos #=-1) !:

; o ﬂ 7.5 x 107eV :
ypion o, _Mac [1 + = } ~ DX DO B 6.8 x 10YeV (1.3)
2Eycus 2myp Eycns
The mean free path L for a proton can be estimated as:
L= (op)~' ~8Mpc (1.4)

with a CMB photon energy density p,cnmp ~400 cm ™3 and cross section of the process at the
threshold energy ob"1072% ¢cm~2. The energy loss per interaction is ~ 20%, thus giving an
attenuation length of the order of some tenths of Mpc, beyond which the proton energy falls
below the GZK threshold. This bring us to the conclusion that the sources of the highest energy
observed events must be within a sphere of that size.

At lower energies the dominant process is the Bethe-Heitler pair production with a threshold

energy, for the case of head-on collision, equal to:

2 5
: 5.1 x 10%eV -
pair o, TeC {1 + m] ~ 22 2 DO L EPUT A48 % 101V (1.5)
Evons myp Eyvons

At higher energies this process is less significant as its inelasticity is ~ 0.1%, much smaller
compared to the energy loss for the pion photo-production. The mean free path, with a cross
section of the order of 1072 ¢cm™2, is in this case about ~1 Mpc. If enough energy is available,
multi-pion production can also be important. Furthermore primary protons can produce pions
through interactions with the infrared (IRB), optical and ultraviolet background.

In the case of nuclei, relevant mechanisms for the energy loss are pair production and photo-
disintegration, both on IR and on CMBR:

(A-1)+ N
A+vemB — (A-2)4+2N (1.6)
A+et +e™

The photo-pion production process is negligible, except for light nuclei at very high energies.
Indeed, for a nucleus of mass number A and charge Z, the energy loss length for pion production
is roughly the same one of a nucleon with identical Lorentz factor. This is due to the fact that
the cross section for pion production is approximately proportional to the mass number A, while
the inelasticity is proportional to 1/A. Instead for the pair production, while the inelasticity
is proportional to 1/A4 as before, the cross section is proportional to Z2 resulting in an energy
loss length lower by a factor A/Z? with respect to a proton with the same Lorentz factor. Since
Z ~ A/2, the ratio of the photo-pair and photo-pion production increases roughly linearly with

I The assumption v >>1 is used.
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Figure 1.3: 1.3(a): Energy loss mean free path for UHECR protons (black) and Fe nuclei (blue) in the CMB at
redshift z=0, as a function of the total particle energy (taken from [59]). The short-dashed black
curve gives the analytical approximation for the UHECR proton photo-pion energy loss path length,
in comparison with the numerical results, shown in open circles. Numerical results for the photo-pair
energy-loss path length of UHECR protons and Fe are represented by the dotted curves. The blue dot-
dashed curve gives the photodisintegration energy loss curve of Fe. Expansion losses are represented
by the long-dashed line, with ¢/Ho= 4170 Mpc; 1.3(b): Proton energy as a function of propagation
distance through the CMB for the indicated initial energies (taken from [60]); 1.3(c): Iron energy as
a function of propagation distance through the CMB for the indicated initial Lorentz factors (taken

from [61]).
Z [58].
The photo-disintegration process in the CMB and IRB has a rate given by:
A2m2e2 oo nle 2Ee/Ampc
RaZipin = QEZ /0 6(2)d€/0 GIO-A:Z:ip:in (Gl)del (1.7)

where i, and i,, are the numbers of protons and neutrons broken off from a nucleus in the
interaction, n(e) is the density of background photons of energy €, and o(¢’) is the photo-
disintegration cross section parameterized on the basis of current data. The cross section for
nuclei is dominated by the giant dipole resonance (GDR), which peaks in the energy range
~ 10—30 MeV, while at higher energies the quasi-deuteron emission and the barionic resonances
are the main processes, contributing to keep the nuclei attenuation length at their lowest values
even at the very high energies, where the influence of the GDR decreases.

In Figure 1.3(a) the energy loss length in Mpc for proton and iron relative to the photo-pion,
photo-pair production and photo-disintegration processes in the CMB as function of the primary
energy is reported. The result of the described processes, together with the adiabatic energy loss
due to the Hubble expansion, is the significant degrade of the initial energy of the primary at
the source, leading to a different energy spectrum observed at the Earth with respect to the one
injected at source. This is evidenced in Figures 1.3(b) and 1.3(c) in which the energy degradation
is plotted as a function of the propagated distance for proton and iron primaries respectively.
It can be seen that independently of the initial energy of the primary, after traveled distances
of ~100 Mpc, the energy reduces below 102° eV. This imply that the universe is substantially
opaque to nucleons with energy above ~102° eV on scales above ~100 Mpc.

Regarding others primary particles, neutrons, even at the higher energies, decay into protons
after a free fly of only ~1 Mpc, so they could be ruled out.
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In the case of high energy ~-rays, the dominant absorption process is pair production through
collisions with the radiation fields permeating the Universe. On the other hand, electrons and
positrons could produce new 7-rays via inverse Compton scattering. The new v can initiate a
fresh cycle of pair production and inverse Compton scattering interactions, yielding an electro-
magnetic cascade. The development of electromagnetic cascades depends sensitively on the
strength of the extragalactic magnetic field B, which is rather uncertain. The threshold for the
pair production process is given by:

m? 2.6 x 10"

E

YCMB

pair
Ethr - E

YCMB

e

Above 10%° eV |, the most relevant interactions are those with radio background, which is almost
unknown. Therefore, the GZK radius of the photon strongly depends on the strength of extra-
galactic magnetic fields. In principle, distant sources with a redshift z > 0.03 can contribute to
the observed cosmic rays above 5x10' eV if the extragalactic magnetic field does not exceed
10712 G [62].

The propagation of UHE neutrinos is governed mainly by their interactions with the relic neu-
trino background (RNB). Despite the smaller cross section with respect to neutrino-nucleon in-
teractions, the neutrino-neutrino interactions are predominant because the RNB density, ~100
ecm ™3 per family, is about 10 orders of magnitude larger than the baryon density. The v7 anni-
hilation mean free path is of the order of A,=(0ypp,) ' ~4x10%® cm~13 Gpc. Therefore they
can travel over cosmological distances with negligible energy loss and could produce Z bosons.
In that case, highly boosted decay products could be observed as super-GZK (above GZK-limit)
primaries and they would point directly back to the source. This model of course requires very
luminous sources of extremely high energy neutrinos through-out the Universe.

Finally, since the direct consequence of the GZK-limit is the impossibility for primaries of higher
energies to travel through distances above ~100 Mpc, and since at these energies primaries
should not significantly suffer deflections due to galactic/extragalactic magnetic fields, these
should point directly to their sources, allowing their individuation. Section 1.6.3 is dedicated
to recent anisotropy results from the Auger experiment. Measurements of the presence of the
GZK modulation made by experiments before the installation of the Pierre Auger Observatory
have been inconclusive. Evidences for a steepening in the spectrum have been recently claimed
by the Auger [63] and the HiRes [64] collaborations.

1.3 Origin of cosmic rays

Between 10'° eV and the knee at 3x10% eV it is widely accepted that the bulk of particles stem
from galactic sources. Multi-wavelength observations of X-ray and TeV 4-rays favour that most
of the CR particles are accelerated in supernovae remnants [65]. Integrating the flux over energy
and assuming an isotropic and uniform distribution in space, the energy density is pg ~0.3
eVem™3. This value is comparable to the energy demnsity of the visible star light py ~0.3
eVem ™3, the galactic magnetic fields B2/2ug ~0.25 eVem™3, or the microwave background
pcmB ~0.25 eV cm 3.
The power required to sustain a constant cosmic ray intensity can be estimated as

Leg = pcrV. ~ 104 erg/s

Tesc

where 7. is the residence time of cosmic rays in a volume V' (the Galaxy, or the galactic halo).
With a rate of about three supernovae per century in a typical Galaxy the energy required could
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be provided by a small fraction (~10%) of the kinetic energy released in supernova explosions.
The region between knee and ankle is still matter of discussion.

1.3.1 Acceleration models

There are basically two kinds of acceleration mechanisms considered in connection with CR
acceleration: the direct acceleration of charged particles by an electromagnetic field and the
statistical acceleration in a magnetized plasma (Fermi acceleration).

Single-shock models

These models focus basically on rotating magnetized neutron stars, called pulsars. Other models
focus on accretion discs around black holes, that are threaded by magnetic fields. One of the
major disadvantages of direct acceleration models is that most models do not reproduce the
observed power-law spectrum. Moreover, direct acceleration can be excluded to explain the
origin of the UHECR. Pulsars or stellar black holes cannot produce a field strong enough to
accelerate particles up to 10?2 eV. Galactic black holes, like the core of a rotating radio galaxy,
would give rise to an electromagnetic field large enough to accelerate the particles up to 10%° eV,
but these objects are shielded by dense pair plasma and intense radiation, which would cause
energy losses. The crab pulsar might have the capacity to accelerate a proton up to a few 106
eV and iron into the 10'® eV range but it is not expected that the complete electric field is
available to accelerate particles.

The Fermi acceleration model

One of the earliest theories on the acceleration of cosmic rays was proposed by Enrico Fermi in
1949 [66]. It became known as the Second Order Fermi Mechanism. In this model, particles
collide stochastically with magnetic clouds in the interstellar medium. This mechanism naturally
predicts a power law energy spectrum, but the power index depends on the details of the model
and would not give rise to a universal power law for cosmic rays arriving from all directions. This
mechanism is also too slow and too inefficient. So, a more efficient version of Fermi Acceleration
was proposed, in witch particles are accelerated by strong shock waves propagating through
interstellar space [67-70]. A scheme of the process is described below.

A shock-front moves with the velocity vspoer through a stationary interstellar medium. Starting
in the shock-front’s rest frame, the upstream fluid is approaching the shock-front with vgpeer, and
flowing away with vgyw,. Using the continuity equation we derive vspock /Vdown = PdownP1sM- For
a mono-atomic or fully ionized gas using the adiabatic constant for specific heats of an ideal gas
v =5/3 we obtain Uspeck /Vdown = 4. The idea is that a particle in the upstream rest frame sees
the downstream gas approaching with 3/4vspck. When crossing the shock-front a small amount
of energy is transferred to the particle. The turbulences in the downstream region isotropize
the particles again and in the downstream rest frame the interstellar medium approaches with
3/4Vshock- When crossing the shock-front again, they encounter gas moving towards the shock
front with 3/4vgpeck- Therefore, the particles are expected to be accelerated by exactly the same
process when crossing from the upstream to the downstream region and vice versa. A particle
that repeatedly crosses the shock front can gain energy rapidly. Consequently, this model is
referred to as the First Order Fermi Mechanism.

The predicted energy gain is o< 3, with = vgpeer/c. After a time 7' the maximum energy

11
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Figure 1.4: Schematic illustration of the 1st order Fermi acceleration in strong shock winds.

attained is
Emaa; ~ ZeﬂBTUshock

This results in an upper limit, assuming a minimal diffusion length equal to the Larmor radius
of a particle of charge Ze in the magnetic fields B behind and ahead of the shock. Using typical
values of type II supernovae exploding in an average interstellar medium yields F,,q. ~Zx100
TeV [71]. More recent estimates give a maximum energy up to one order of magnitude larger for
some types of supernovae Eyq ~ Zx5 PeV [72-74]. As the maximum energy depends on the
charge Z, heavier nuclei can be accelerated to higher energies. This leads to consecutive cutoffs
of the energy spectra for individual elements proportional to their charge Z, starting with the
proton component.

1.3.2 Sources of high energy cosmic rays

The question on the possible sources of the ultra high energy cosmic rays is one of the most
challenging in the astroparticle field. On the theoretical side, models have been proposed to
solve this question. We will briefly summarize here the two possible scenarios:

- The bottom-up scenario in which particles are accelerated from low energies to higher
energies in astrophysical environments;

- The top-down scenario in which exotic particles, from early universe, decay producing
cosmic rays.

12
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Figure 1.5: 1.5(a): Hillas plot. Magnetic field strength and size of possible acceleration sites are drawn; 1.5(b):
Additional limits in the Hillas plot drawn from synchrotron loss processes and photo-pion dissipation
(compilation from [52]). Magnetic field strength and shock velocity of possible acceleration sites are
drawn. Only the green region allows acceleration of protons up to 10?° eV. Candidate accelerators
must also lie above the dashed lines appropriate to their characteristic size. RGH: Radio Galaxy hot
spots, RGL: Radio Galaxy Lobes, GC: Galactic Cluster, IGM: intergalactic medium.

Bottom-up scenarios

Bottom-up scenarios can be classified into models that assume a single-shock acceleration of par-
ticles in an electromagnetic field or statistical acceleration via Fermi acceleration in magnetized
plasma.

The maximum energy attainable in diffusive shock acceleration depends on the size and on the
magnetic field strength of the object where the acceleration takes place. Large sizes and strong
fields are required to accelerate particles up to 100 €V |, since particles with a Larmor radius
exceeding the size of the astrophysical objects are able to escape from the acceleration region.
This condition is summarized in the following expression [193]:

Epue x 8Ze BR (1.8)

where ( is the velocity of shock waves in case of stochastic acceleration or the efficiency of the
acceleration in case of a single-shock acceleration scenario.

This is known as Hillas criterion. The Hillas criterion allows to classify different sources, as
summarized in the form of the popular Hillas diagram shown in Figure 1.5(a). The possible
sources are represented according to their size and magnetic field strength. For a fixed accelera-
tion energy and particle type the possible sources have to lay above a straight line. Usually,
these objects are not expected to achieve the maximum energy predicted by the Hillas equation
due to processes of energy loss occurring at the source. The main energy loss mechanisms are
the synchrotron emission of the accelerated charged particles and the photo-pion production
on the CMB or more realistic with local radiation at the source, having an energy loss rate
of —dng”C B?E? and % ~ const. Acceleration ceases when the loss rate excesses the
energy gain rate. This condition leads to the exclusion zones plotted in Figure 1.5(b). Until now,
no clear astrophysical source could be identified to be the source of the UHECR, nevertheless the
list of possible candidate sites is long [75]. The characteristics of some of them are summarized
below:

- Active Galactic Nuclei (AGN): are one of the most favored sources for cosmic rays at the
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highest energies. AGNs are powered by the accretion of matter onto a supermassive black
hole of 106+10® solar masses. Typical values in the central engine are R ~ 102 pc, and
B ~5 G, which make possible the containment of protons up to 10%° eV. The main pro-
blem here is the large energy loss in a region of high field density, which would limit the
maximum energy achievable for protons and forbid the escape for heavy nuclei. Neutrons
could eventually escape the central region and then decay to protons with maximum ener-
gy around 10'® eV. Another solution is that the acceleration occurs in AGN jets where
particles are injected with Lorentz factors larger than 10, and where energy losses are less
significant;

- Radio-galaxies hot spots: Fanaroff-Riley Il galaxies are the largest known dissipative ob-
jects (non-thermal sources) in the Universe. Jets from the central black-hole of an active
galaxy end at a termination shock where the interaction of the jet with the intergalactic
medium forms radio lobes and localized regions of intense synchrotron emission, known
as 'hot spots’. For typical hot-spot conditions B ~ 300 uG and § ~ 0.3. Assuming that
the magnetic field of the hot spot is limited to the observable region (~ 1 pc), one obtains
Erpaz < 5x10%0 eV

- Clusters of galaxies: galaxy clusters are reasonable sites to consider for ultra-high energy
cosmic rays acceleration, since particles with energy up to 10?° eV can be contained by
cluster fields (~ 5 uG) in a region of size up to 500 kpc. However losses due to interactions
with the microwave background during the propagation inside the clusters limit UHECRs
in cluster shocks to reach at most 10 EeV;

- Gamma Ray Bursts (GRBs): collapse of massive stars or mergers of black holes or neutron
stars could explain the origin of the detected bursts of gamma rays up to GeV energies.
The observed gamma-rays are emitted by relativistic electrons via synchrotron radiation
and inverse Compton scattering. Acceleration of electrons and protons to the highest
energies is then necessary. The duration of the detected GRB signal extends over 5 orders
of magnitude (1073+10% s) with an energy release up to 10°! erg/s. This is consistent
with the luminosity required for cosmic rays above 10 eV, but the large estimated GRBs
distances cannot account easily for the UHECR flux;

- Neutron stars: for direct acceleration in compact objects, for example in rotating neutron
stars or pulsars, the relation (1.8) becomes . = w/cZBsR2,, where w is the pulsar
angular velocity, B, the surface magnetic field and R,s the neutron star radius.

If By ~ 102 G, rps ~10 km, and w ~200 Hz (values refer to the Crab pulsar), this is
equivalent to an electromagnetic force of ~10'8 V.

Top-Down scenarios

An alternative to acceleration models, introduced to explain the highest energy cosmic rays,
are the so called top-down models, which involve the decay or annihilation of exotic particles.
These can be: topological and non-topological solitons, X-particles, cosmic defects, microscopic
black-holes, fundamental strings, basically decaying in quarks and leptons. The quarks produce
jets of hadron, mainly pions and a few percent of nucleons. The pions decay then to photons,
muons, neutrinos (anti neutrinos) and electrons (positrons). The general characteristic of these
models is a photon domination of the spectrum at the highest energies. This signature makes
the hypothesis testable.
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In order to detect the produced UHECR, the X-particle must be super-massive (>10' GeV).
The density and the rate of decay must be large enough to account for an observable cosmic
rays flux. Moreover, to avoid energy loss during the propagation from the source, the decays
must take place within a limited distance (~100 Mpc). To explain the UHECR one commonly
classifies between two cases :

- Decay Top-Down Scenarii: in this case unstable particles decay and, among their decay
products the UHECR are produced. An unified formula for the quantum decay rate of all
these objects was provided in [76]. For all relics one has to fine tune the lifetime of these
objects to be the age of the universe and the value of their mass that must be adjusted
to be larger than 10%° eV. Heavy relics could have been formed by the end of inflation at
typical GUT’s energy scales.

- Annihilation Top-Down Scenarii: other models proposed that stable heavy relics can
produce UHECR through annihilation by pairs [77]. In this scenario, the relics are assumed
to have masses around My ~10'2 GeV and produce UHECR through annihilation when
they collide. Here, the lifetime free parameter is replaced by the annihilation cross section.
These super-heavy particles are assumed to be produced during reheating.

A signature of top-down scenarios is that the spectra of the particles generated in the top-down
models are typically flatter than the bottom-up ones. Contrary to the acceleration mechanisms
the top-down generated spectra do not follow a power-law.

1.3.3 Propagation model

The propagation of cosmic rays, up to 10'® eV is supposed to be related to the structure of
our galaxy. In fact, after their acceleration cosmic rays are transported along magnetic field
lines and several physical processes take place. These are diffusion on the irregularities of the
magnetic field, spallative reactions with the interstellar gas and radioactive decay. Following the
diffusive transport equations which govern both, acceleration and propagation of cosmic rays
can be written as [78]:

dN;(E 0
E) _ g (DN, — 2 i (B)N{(E)) — ¥ - veNi(E)
dt - 0F —————
diffusion acceloration convection
+ QZ(E t) — pilN; +Z/ E)) f;i(E, E;)dE; (1.9)
source loss

fragmentation

where D is the diffusion coefficient (D=1/3Apv, with v particle velocity and Ap diffusion mean
free path), b;(F) = dE/dt is the mean rate at which a particle gains energy (either energy loss
or acceleration), v, is the convection velocity, Q;(F,t) is a source term representing the number
of injected particles of type i per volume, time and energy interval dF, p; gives the collision and
decay probability and f;; gives the probability that a particle j with energy E; is converted to
a particle ¢ with energy Ej.

More simple approximate models are also used in the investigations of cosmic ray propagation.
The most popular is the Leaky-box Model (e.g. see [79]) where the transport of energetic particles
is described by introducing the mean escape time of cosmic rays from the Galaxy that is function
of particle energy. In this model the diffusion term of 1.9 is replaced by —N/7¢sc. In the absence
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of collision and other energy changing processes, and without convection, the solution for a delta
function source Q(E,t)=Ny(E)d(t) is

N(E7 t) = NO(E) exp(_t/Tesc) (1'10)

Thus, 7ese is interpreted as the mean time spent in the Galaxy and Aese = pBcTese as the
mean amount of matter traversed by a particle of velocity Bc. In the equilibrium condition
(dN;/dt=0) the transport equation have been used with success to describe the composition
data of low energy galactic cosmic rays under the assumption that all nuclei have the same
propagation history, as a function of interaction length Acs.. If the fragmentation of higher
nuclei is neglected the solution is:

Q(E)Tesc(R)

1+ Aes;(R)

N(E) = (1.11)

This approximation gives good results up to 10" eV, while the situation changes around the
knee, where the gyro-radius of the particles exceeds the size of the galactic disk and it is assumed
that the galactic fields cannot longer bind the particles. Here, it is supposed, that the diffusion
of the galaxy becomes dominant and one would expect to see a rapidity dependent cutoff in the
energy spectra of the different components. In these cases, the full transport equation is solved
typically employing sophisticated numerical simulations like the GALPROP code [80]. Monte
Carlo codes are used also to study the extragalactic propagation of high energy cosmic rays.

1.4 Extensive Air Showers

When high energy cosmic ray particles hit the atmosphere, they interact with molecules of the
air. These interactions at the highest energies initialize the formation of Fxtensive Air Showers
(EAS). The atmosphere acts as a huge calorimeter, since the primary energy is related to the
energy deposited in the atmosphere by the produced particles. The number of particles N(X)
produced in successive interaction generations at a given traversed atmospheric depth X (usually
expressed in gcmfz) grows up reaching a maximum Ny,az(Xmaz), then it begins to decrease,
because the energy carried by secondary particles becomes lower than the energy needed to
produce a new generation. Figure 1.6(a) is an image of the particle tracks produced by a proton
of 10 GeV entering a cloud chamber. The proton interacts with the lead layers (1.3 cm thick)
producing a cascade of secondary particles.

If the cosmic ray primary is a nucleon or a nucleus, the shower begins with a hadronic interaction
that produces a large number of shortlived mesons (mainly pions) of which many decay into
muons, electrons and photons. It is convenient to group the particles of an EAS into three main
groups: hadronic, muonic and electromagnetic. In Figure 1.6(b) a scheme of the interactions
occurring during the development of an EAS is shown. A typical interaction is

p+p—p+p+ Nrtn 70

Inelastic collisions of hadrons with air nuclei of the atmosphere produce usually high energetic
hadronic secondaries which again interact or decay. This component is mostly dominated by
mesons, like 7 or K. The charged pions decay according to 7+ — pt + v, (7y,) contributing,
together with the decay of kaons (K* — p* + v, or K* — 7% + 79) to form the flux of muons
and neutrinos at ground level.

The electromagnetic cascade is initiated and fed principally by the 7%, but other particles like the
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Figure 1.6: 1.6(a): Particle tracks generated by a 10 GeV proton entering a cloud chamber; 1.6(b): A scheme of
the particle interactions involved in EAS generations.

n mesons are involved. The 7° can decay in v, that can produce e* via pair production. The

electrons can recreate «y via bremsstrahlung and the process continues. This process ceases when
the electrons have reached the critical energy €. at which the ionization loss in air dominates
over the loss due to bremsstrahlung [81]:

710

Z 5 0.0z VeV ~ 86MeV

Ec
where Z="7.3 is the effective charge number of the atmosphere.
Electromagnetic particles are by far the most abundant and they carry the largest fraction of
the total energy. Globally about 90% of the primary energy is dissipated in the electromagnetic
channel by ionization. The remaining energy is kept by muons and neutrinos produced by the
decay of charged pions. In addition, there are particles not contributing much to the total
energy balance, i.e. UV-photons (fluorescence and Cherenkov) and radio emission, or which
are not detectable and are therefore called invisible component (neutrinos and very low energy
particles).

1.4.1 The electromagnetic component

The processes involved in the development of the electromagnetic component of the cascade
have been extensively treated by Rossi and Greisen [81, 82]. Before recalling the basic results
of their ’cascade theory’, it is instructive to consider a simpler model, the Toy Model developed
by Heitler in 1944 [83]. This model, although certainly not realistic, allows to catch some basic
properties of the shower, e.g. the number of produced particles as function of the atmospheric
depth (longitudinal profile), to be compared with more sophisticated predictions. It neglects
multiple scattering and Compton scattering effects and considers only the bremsstrahlung and
pair production, assuming equal interaction lengths for the two processes. It is assumed that
the photon energy in pair processes is shared between both leptons. Furthermore, the energy
of an electron in a bremsstrahlung process is shared between the photon and outgoing electron.
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primary

Figure 1.7: Heitler model for an effective electron-photon shower.

Figure 1.7 displays the electromagnetic Heitler model, where electromagnetic means high energy
e”, eT and v with an energy larger than their critical energy.
Denoting with X the radiation length of air, it is assumed that after exactly one splitting length

)\:XolIIQ

an interaction occurs and the energy of the initial particle is distributed equally onto the two
interaction products. The total number of particles doubles after every A and the total energy
E)y is subdivided equally onto the particles of the cascade

N, =2" E,=FEy/2"

When the energy per particle drops below the critical energy e, they are assumed to stop
producing new particles, but loose their remaining energy by ionization (collisional energy loss).
At this point the cascade reaches its maximum in particle number and suddenly dies out:

hl(Eo/Sc)

max 0/5c max n2

= Xo ln(Eo/Ec)

Although the assumptions of the Heitler model are quite crude, which is reflected in the predicted
unrealistic end of the particle cascade, it reproduces the average trends in the longitudinal shower
development, the fact that the depth of maximum has a logarithmic dependence on the primary
energy, while the number of particles at maximum scales linearly with the energy.

In the work of Rossi and Greisen the development of the shower is described by the cascade
equations:

d]V7 ]\77 dne—w
— _ N.(E', X) E 1.12
dX pm / JaBax (1.12)
dN, dn, dn
e:_ Ne(E', X)=—2CdE + 2 NEX YV AE 1.1
X Abrems / JaBax ™ * / )iBax® (1.13)
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where N, (FE,X) and N.(E,X) are the number of v and e* of energy E at depth X. In the
so-called Approzimation A%[79] the solution for the number of charged particles N, is:

0.31 —3ns
Ne(X) = 17/26)((1 21 )
0

where fo=In(Ep/e.) and s ~ Xi)Q(ﬁo is the shower age (s=0,1 at the shower beginning and at
maximum respectively and s>1 beyond the maximum). The depth of maximum and number of
particles at maximum are given by:

B\ 1 By 0.31
Xomae = 101 [In [ Z2) = 2| Nypaw = 22
g [ " < e ) 2] mer = 2 Tin(Bo /o) — 0.18]1/2

As can be seen, the predictions made by the Toy Model are confirmed by a more detailed de-
scription.

The above description refers to an average behavior of the shower. Actually the fluctuations in
the first interaction point, as well as along the entire cascade, has to be considered. The former
can be parameterized assuming an exponential interaction probability P(X;)=0exp(—09X1),
with X, first interaction depth, and corresponding fluctuation in the number of particles is
dIn N ~9/14(s — 1 —31ns). The fluctuations due to the stochastic behavior of the interactions
occurring along the shower development cannot be modeled analytically, hence a Monte Carlo
numerical simulation is employed.

Furthermore, during the longitudinal development of the air shower, the electromagnetic compo-
nent spreads laterally due to Coulomb scattering. The determining factor for the lateral spread
is the Moliére radius® ro=E;Xg /e, ~9.3 gcm 2.

The lateral extent of the electromagnetic component is described by the NKG-function (J.Nishi-
mura, K.Kamata and K.Greisen) [55, 84]

o(r) = () e (7“> _ o(s) Nl X) <"”>S_2 <1 + "”>S_4'5 (1.14)

’I“g To T% To To

where C(s) is a normalization parameter and the Lateral Distribution Function (LDF) p(r)
represents the density of shower particles (particles/m?) as a function of the distance r from
the core, computed in the shower plane (perpendicular to the shower axis). The previous
parametrization is valid in the range 0.6< s<1.8 with s ~ X+21n(EO/?;)C()+21n(r/m)' More recent
analysis and results from Monte Carlo simulations show that the LDF is steeper with respect
to the NKG form, however, this parametrization or slight modifications of it are proved to be
adequate to describe the lateral distribution observed in the data.

It is worth to consider that electromagnetic cascades can produce also a muon component at
ground. This is essentially determined by interaction processes, like p*u~ production and
photonuclear reactions, that have smaller cross sections compared to other electromagnetic in-
teractions. The ptu~ cross section is Optp- = Ot /mi, obtained by simply replacing
m, —m,, (details about muons in EAS are reported in Chapter 2).

2In the Approzimation A the energy loss by ionization is neglected together with photoelectric and Compton
effects, the radiation length is independent of energy and the inclusive cross sections for pair production and
bremsstrahlung scale.

3The Moliére radius 7o is defined as the lateral distance travelled by electrons at the critical energy traversing
1 radiation length Xj.
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1.4.2 The hadronic component

An EAS induced by a primary nucleus is made up of two components, the hadronic and the
electromagnetic cascade. The two cascades cannot be treated separately as the latter is conti-
nuously fed by the former. In the first interaction a considerable fraction of the primary energy
(~50%) is transferred to the produced mesons, while the remaining energy is carried by the
leading nucleons, that initiate other generations of mesons according to the interaction length.
With a mean free path of 84 gcm™2 for a vertical incoming particle typically 12 interactions
occur. The majority of secondary hadronic particles are neutral and charged pions, followed by
kaons, baryons like protons and neutrons and nucleonic fragments.

The development of the hadronic component is essentially determined by two observables: the
inelastic cross section o, of the primary particle and of the secondaries with air, and the inela-
sticity & of the collision 4.

The total nucleon-nucleon cross section (elastic+inelastic) is ~ 40 mb at center of mass energies
of 3 GeV< /s <100 GeV. It has been measured experimentally up to a nucleon momentum
of 1000 GeV/c in the laboratory system, corresponding to 44.7 GeV in the center of mass.
For higher momenta the cross section is extrapolated using an empirical fit of the inelastic
proton-antiproton cross section (a detailed discussion can be found in [85] and the most recent
parameterizations in [24]). The corresponding inelastic part, determined by subtracting the
measured elastic cross section from the total one, is ~ 30 mb.

The inelasticity combines the multiplicity and the energy of the secondaries, thus describing how
much of the energy of the incoming particle is transferred onto secondary particles. Therefore
it is more relevant than the particle multiplicity alone. High inelasticity means that the energy
is dissipated quickly and the shower develops fast, i.e. it reaches its maximum higher up in
the atmosphere. Low inelasticity means that the leading particle carries off most of the energy,
leading to slow developing and long showers.

Primary nuclei have been treated according to the superposition model with the assumption
that a nucleus of mass A and primary energy Ej is just equivalent to a superposition of A free
nucleons of energy Ey/A.

Although very simplified, this model allow to understand some basic differences of the showers
initiated by nucleons and by nuclei. The interaction cross section for nuclei is higher than for
nucleons so that the first interaction occurs higher in atmosphere and the shower development is
ruled by the energy per nucleon rather than by the total energy. This means that the available
energy per nucleon is smaller with respect to a primary nucleon of the same initial energy. For
this reason the showers induced by nuclei develop faster in the atmosphere, i.e. they reach the
maximum at smaller depths. Moreover, the observed fluctuations for nuclei are smaller than for
nucleons, as the interaction fluctuations are averaged over all the constituent nucleons.
Denoting with Ay the interaction length of the nucleons in air, the prediction for the depth of
maximum reached by a primary nucleus of mass A is:

E
Xomaz X An In (A;) (1.15)

More realistic descriptions of nucleus-nucleus collision properties are developed (for example with
the Glauber theory [86]), but again the numerical solutions of the cascade equations describe

4The inelasticity is defined as the fraction of the energy of the parent particle transferred to the secondary
particles
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the ’average’ behavior of the shower and a full Monte Carlo approach is needed to reproduce
shower fluctuations.

Finally, it should be stressed that, whereas electromagnetic interactions are rather well under-
stood within perturbative QED, hadronic multiparticle production cannot be calculated within
QCD from first principles. Phenomenological models have to be used to describe the final states
of hadronic interactions. The parameters of these models are determined by comparing the model
predictions with accelerator measurements. Reflecting the different methods for describing data,
low- and high-energy interaction models are distinguished. The former ones are typically based
on the picture of intermediate resonance formation and decay as well as parametrizations of
data. The latter ones are involving the production of color strings and their fragmentation.

1.5 Detection techniques

The rapid decrease of the integral flux makes extremely difficult the direct observation of pri-
maries of energy £ > 10'® eV . For this reason the study and detection of cosmic rays uses
different techniques depending on the energy region of interest. Instruments as calorimeters,
emulsion chambers, and others can be used to detect primaries up to £ = 10'* eV . At these
energies the cosmic ray flux is high enough to use compact devices connected to balloons or
satellites launched in the higher part of the atmosphere, allowing a direct detection of the pri-
maries. At energies £ > 10" eV the study is necessarily performed detecting the shower of
secondary particles that originates from the interactions of the primaries with the atmosphere:
this is named indirect detection technique.

The indirect detection technique spans an energy range from 10'2 eV to the highest detectable
energies. Several detection techniques allow to complementary measure both the longitudinal de-
velopment of the shower traversing the atmosphere and the lateral distribution and composition
of the footprint, that is produced by the shower front on ground. While fluorescence telescopes
can see the longitudinal shower evolution, water Cherenkov detectors and muon counters ar-
ranged in coincidence in a large arrays can see the lateral footprint. A relatively new technique
allows also the detection of EAS by their radio emission. A scheme of the different and comple-
mentary techniques employed in cosmic ray detection is sketched in Figure 1.8.

«— First interaction (usually several 10 km high)

Air shower evolves (particles are created
and most of them later stop or decay)

Measurement of Cherenkov
light with telescopes
or wide angle pmts

/N

Some of the particles Measurement of
reach the ground fluorescence light

~ |

Pa——
Measurementwith 5 &
scintillation counters \

/7

Measurement of particles with
tracking detectors or calorimeters

Measurement of low energy muons
with scintillation or tracking detectors

Measurement of high energy
muons deep underground

Figure 1.8: Sketch of the current detection techniques employed for EAS measurements.
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Figure 1.9: Fluorescence yield spectra, measured and calculated for 0.85 MeV electrons as exciting particles (taken
from [87]).

1.5.1 Air Fluorescence Detection

Most of the particles’ energy is lost via ionization and excitation of the atmospheric molecules
by the electromagnetic cascade. Using the atmosphere as calorimeter one can obtain the longi-
tudinal profile of an EAS, visible in UV-fluorescence light of excited molecules. The requirement
to detect an EAS by its fluorescence light is the capability to detect a very weak signal of a
few photons on a noisy night sky background within a few microseconds. Thus, this detection
technique is limited to operate only during clear nights. Furthermore, the pure fluorescence
signal from the EAS is contaminated by direct and scattered Cherenkov light. In the following
the fluorescence light emission, the Cherenkov contribution and the light propagation through
the atmosphere are described.

Fluorescence Light Emission

The electrons of the electromagnetic cascade loose their energy via continuous ionization and
excitation of the air molecules, while the excited molecules itself dissipate the energy gain via
non-radiative collisions or internal quenching. The fluorescence emission spectrum of the exited
nitrogen molecules is shown in Fig 1.9 and covers the UV range between 300 nm up to 400 nm.
The emission is isotropic and proportional to the number of charged particles in the shower.
Also Argon and Oxygen can be exited but in the following we focus on the effect of electron
excitation of the Ny molecules, as this is the dominant process in air-showers.

The main fluorescence light is emitted by the second-positive (2P) band system of Ny and the
first-negative (IN) system of N; . In air, the optical emission of the prompt radiative return
from the upper states of the 2P and 1N system of nitrogen will be affected by some compet-
ing processes. The most important process is the collisional quenching: an excited nitrogen
electronic-vibrational state can also become de-activated by non-radiation processes such as ro-
tational, vibrational or translational energy transfer during collisions with other molecules [88].
These quenching processes strongly depend on the number density (pressure) and the velocity
(temperature) of the colliding molecules.

The fluorescence yield Y) defines the number of fluorescence photons emitted per unit length
and number of charged particles and can be described by [89]:

A dE
Yy = ex(p, T)Ed—Xp(m [photons/m)]
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where pg;r is the atmospheric density, dE/dX is the energy deposit and e)(p,T) is the fluo-
rescence efficiency defined as the ratio between the energy deposit into radiation and the total
energy deposit, function of the air pressure and temperature.

The fluorescence yield is altitude- and humidity-dependent. From ground level to altitudes
around 10 km, Y), increases slowly. Above 10 km, the yield decreases disclosing the sensitivity
to temperature and pressure variations. Additionally to the altitude dependence, there is also a
seasonal dependence: e.g. during winter the lower temperatures induce a higher yield below 9
km, while up to 17 km, the temperatures are comparatively high leading to a reduced fluorescence
yield. The humidity dependence is due to the fact that in actual atmospheric conditions there is
sometimes a considerable fraction of water vapor inducing quenching effects. Two experiments
have recently begun to investigate the effect of water vapor.

The measurement of the fluorescence yield is not straightforward and its knowledge is currently
uncertain. Experiments to provide it are however ongoing, as well as theoretical calculations
to be compared to data. In Figure 1.9 a comparison of the Y) values at sea level in the US
Standard Atmosphere is shown for calculations as well as for direct measurements [90-92]. In
the former case the yield is calculated choosing 0.85 MeV electrons as exciting particles, so that
the ionization energy deposit is dE/dX= 1.677 MeV/[gcm~2]. Typical values for the yield,
after summing over all wavelengths (300-400 nm), are 3.001 ph/m, 3.490 ph/m, 3.698 ph/m
respectively for the measurements of Bunner [90], Davidson and O’Neil [91] and Nagano et al.
[92], e.g. compared to the calculated value of 3.672 ph/m by Bunner [90].

Further fluorescence yield measurements, however without spectral resolution, can be found in
literature. Kakimoto et al. provide a formula to calculate the fluorescence yield between 300
and 400 nm, which gives at sea level 3.275 ph/m [93]. The HiRes Collaboration uses a value of
about 5 ph/m per charged particle in an air shower [94]. For these charged particles, an average
energy deposit of 2.2 MeV /[gem™?] is assumed at 5 km a.s.l [90], which leads to a corresponding
fluorescence yield at sea level of 3.811 ph/m for a 0.85 MeV electron.

Cherenkov Light Emission

Nearly all charged particles in an EAS carry enough energy to emit Cherenkov light. In a region
between the shower axis and 25° off-axis the direct Cherenkov light emission dominates above
the fluorescence light emission. The number of Cherenkov photons can be estimated as follows:

dN. _h
7; ~ 33 N.F(1.57Es)e Ho photons/m

where N, is the number of electrons, F' the fraction of electrons with energy above the Cherenkov
threshold, Hy is an atmospheric factor and h the production height. At an angle 8 >25° away
from the shower axis the Cherenkov contamination can be estimated by folding the Cherenkov
production rate with the angular distributions of the electrons:

0
dZN,Y _dN, e %
dldQ  dl 2rsiné

where the characteristic angle 6 is a function of the Cherenkov threshold energy and scales with
the primary energy approximately as fy ~0.83/E%67.

Light Propagation through the Atmosphere

While propagating through the atmosphere the emitted light undergoes multiple scattering pro-
cesses and is attenuated. A key role of air fluorescence detectors is to measure each of these
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processes in order to precisely derive the light emitted along the shower track starting from that
detected at the diaphragm. The involved physical processes are:

- Rayleigh scattering: It describes the scattering of light from the molecules of the air
and particles up to about a tenth of the wavelength of the light. For the energy regime of
Cherenkov and fluorescence light (~400 nm) the interaction length of UV photons in air
at sea level has been measured to be 2.3x10%* m. The amount of light scattered out of a
beam of N, photons is [14]:

A

where p is the molecular air density, A is the wavelength of the scattered light and xzg
is the mean free path (e.g. 2,=2874 gcm™2 as reported by Bucholtz [95]). Taking into
account the angular distribution estimated for the Rayleigh scattering, the total amount
of light diffused by this process is:

AN, N, (400\*
@y, (2R
dl TR

d?N, dN, 3 2
_ MYy S g 0
qd0 ~ dl 16n LT eos0)

- Mie scattering: In contrast to Rayleigh scattering, Mie scattering occurs when the light
is scattered out of objects of the order of the wavelength, e.g. while the light propagates
through aerosols. The amount of fluorescence light diffused out of a beam of N, photons
due to Mie scattering is [14]:

dN'Y — _ N’Y efh/HMie
di LMie

where L. and Hpype are the aerosol horizontal attenuation length and scale height.

These parameters have to be adjusted to the night conditions. The angular distribution

is strongly peaked in the forward direction, but not as much as for the Cherenkov light.

Approximately, for angles between 5° and 60° the amount of light diffused is given by:
d?N, _dN,

~ 0/0n
aan = 080e

where 0y ~26.7°.

The light intensity I at a detector observing an angular interval of A{2 can be estimated by using
the transmission coefficients of both processes, T/\Raylelgh and TAM € to correct for attenuation:

AQ

Iy = DT T (L f )

ambda
where f refers to higher order corrections, due to multiple scatterings.
Cherenkov photons undergo also multiple scattering and it is common to distinguish between the
direct and indirect Cherenkov contribution. The indirect Cherenkov light is emitted at higher
altitudes and can significantly dominate over the fluorescence light that is emitted deeper in
atmosphere, where the electromagnetic component starts attenuating.
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1.5.2 Surface detection

Surface detectors sample the extensive air shower at ground by means of an array of particle
detectors. The shower is essentially a disc of particles moving at speed of light. When it strikes
the ground, the particles are spread away from the shower axis (defined by the direction of the
primary) due to the combined effect of multiple Coulomb scattering and traverse momentum in
shower interactions. The particle distribution is symmetric around the axis and its density falls
with the distance to the core. Although the density distribution is characterized by the Moliere
radius, about 100 meters at ground level, in the higher energy events it is possible to detect
particles some kilometers away from the core. Surface detectors measure essentially the lateral
distribution of the density of particles in the shower. The energy of the primary is determined
in surface detectors (in an indirect manner) from the measured lateral distribution. Essentially,
a Monte Carlo program is used to simulate high energy showers in the atmosphere, predicting
the relation between energy and particle density. At the ground, one of the main indicators of
the primary mass is the shower muon content. Its also possible to study the primary mass using
the timing of the shower front: since muons suffer less scattering they tend to arrive earlier
than the electromagnetic component [96] . Surface detectors use generally scintillators or water
Cherenkov tanks as their detector stations.

1.5.3 Muon counters

Additionally, some UHECR experiments use muon counters, like the KASCADE experiment and
now the Pierre Auger Observatory. This allows to quantify the number of electrons and muons
separately for most showers, representing a useful information for the composition determination
(see Chapter 4).

1.5.4 Radio detection

A very young experimental technique to detect air shower properties is radio detection of EAS.
The radio emission was originally predicted by Askaryan [97] in 1962 and experimentally disco-
vered by Jelley [98] in 1965 for dense transparent media like ice. The idea for coherent radio
emission of air showers is the following: the electrons and positrons of the electromagnetic ca-
scade are deflected by the Earth’s magnetic field and emit synchrotron radiation, often referred
to as geosynchrotron radiation [99]. The radio signal can be detected by an array of dipole
antennas and the air shower can be reconstructed. The frequency belt is between a few up to
100 MHz and can be measured by standard RF techniques. The advantage of this technique
is that the radio antennas can operate with 100% duty cycle, similar to the water Cherenkov
detectors.

1.6 Results from the Pierre Auger Observatory

Two complementary techniques are used at the Pierre Auger Observatory to study extensive air
showers initiated by ultra-high energy cosmic rays (UHECR): a surface detector array (SD) and
a fluorescence detector (FD).

The Observatory started collecting data in January 2004 and the construction operations (both
SD and FD detectors) ended in March 2008. The exposure is now 20905 km? sr yr. Significa-
tive results have been obtained and released, concerning the UHECR energy spectrum, mass
composition and arrival direction.
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1.6.1 Energy spectrum and GZK cut-off

In Fig. 1.10 the SD and hybrid spectrum reported at the ICRC 2011 [100] are shown together
with the event numbers in each energy bin. Only the statistical errors are indicated. Fig.
1.10(a) shows the energy spectrum based on the surface detector data using the period between
1 January 2004 and 31 December 2010. The event selection requires energies above 3 EeV
(energy range in which the array is fully efficient) and a reconstructed zenith angle smaller than
60°. (The Horizontal Air Shower (HAS) spectrum, obtained with data having zenith angles
between 60° and 80°, is reported in [101]).
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Figure 1.10: 1.10(a), 1.10(b): The energy spectrum measured by the Pierre Auger Observatory using surface
detector and hybrid data respectively; 1.10(c): Fractional difference between the combined energy
spectrum of the Pierre Auger Observatory and a spectrum with an index of 2.6. Data from HiRes
stereo measurements [102] are shown for comparison; 1.10(d): the spectrum is multiplied by a factor
E3. (taken from [100])

The total number of events above 3x10'® eV fulfilling the selection criteria is about 64000.
The number of events with energy greater than 10! eV is about 5000. The calibration of the
energy estimator of the surface detector is based on events measured in coincidence with the
fluorescence detector. The procedure is affected by a systematic error of 22% due to the uncer-
tainty on the fluorescence energy assignment. The total systematic uncertainty of the flux for
the derived spectrum is 6% and is obtained by summing in quadrature the exposure uncertainty
(3%) and that due to the forward-folding assumptions (5%).

The energy spectrum for hybrid events, from data taken between 1 November 2005 and 30
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September 2010, is shown in Fig. 1.10(b). To ensure good energy reconstruction only showers
with geometries that would allow the observation of all primaries in the range from proton to
iron are retained in the data sample. The main systematic uncertainty is due to the energy
assignment which relies on the knowledge of the fluorescence yield, choice of models and mass
composition, absolute detector calibration and shower reconstruction. The total uncertainty is
estimated to be about 22%.

Combining the two measurements above, the complete energy spectrum is obtained. The combi-
nation procedure uses a maximum likelihood method which takes into account the systematic and
statistical uncertainties of the two spectra. The fractional difference of the combined energy spec-
trum with respect to an assumed flux oc £=29 is shown in Fig. 1.10(c) with the measurements
in stereo mode from the HiRes experiment [102] for a comparison. A modest systematic energy
shift applied to one or both experiments could account for most of the difference between the
two. In Fig. 1.10(d) the spectrum is multiplied by a factor E3. Two spectral features are evident:
an abrupt change in the spectral index near 4 EeV (the ankle) and a more gradual suppression of
the flux beyond about 30 EeV. The position of the ankle at log,o(Eankie/eV) = 18.61 £0.01 has
been determined by fitting the flux with a broken power law E~7. An index of v = 3.26 + 0.04
is found below the ankle, while above the ankle v = 2.55 £ 0.04. Moreover the spectrum is
suppressed by a factor two at log;o(E1/2/eV) = 19.61 4+ 0.03 with a significance larger than 20
[103]. The suppression is similar to what is expected from the GZK effect for protons or nuclei as
heavy as iron, but could in part also be related to a change of the shape of the average injection
spectrum at the sources.

1.6.2 Mass composition
Elongation Rate

The depth of maximum and its fluctuations as function of the primary energy have been measured
using hybrid events, in which at least the information of a tank is available. Results from data
taken between December 2004 and September 2010 are shown in Fig. 1.11(a) and 1.11(b),
compared to predictions from air shower simulations. A broken line fit describes the elongation
rate and yields a break-energy of 10'83% eV. The small elongation rate at high energies could be
interpreted as a change in composition of cosmic rays, from lighter primaries to heavy [104].
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Figure 1.11: The mean Xmaqs (a) and its RMS (b) as a function of the primary energy from hybrid data recorded
by the Pierre Auger Observatory. The number of events in each bin is indicated. The results are
compared to the predictions given by the current hadronic models (QGsJET01, QGSJETII, SIBYLL,
EPos), shown with dashed lines (taken from [104]).
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Photon limit

A large fraction (~ 50%) of photons in the cosmic-ray spectrum at the highest energies is
predicted within several ”top-down” models to explain the origin of cosmic rays. The Pierre
Auger Observatory has reported a suppression of the cosmic ray energy spectrum beyond 1096
eV [100] which is consistent with the predicted GZK cut-off for protons but could also be
due to the photon disintegration of heavy nuclei or due to a limit in the maximum particle
energy reached at the sources. The observation of a photon flux compatible with this theoretical
prediction could provide an independent proof of the GZK process. The Auger Collaboration
recently reported a limit to the photon fraction of the cosmic radiation, independently measured
with hybrid data [105] and with ground array only data [106].

The direct measurement of X4, contained in the hybrid data has been used to discriminate
between photonic and nucleonic UHE primaries, since photon induced showers are expected to
develop deeper in the atmosphere compared to hadrons. Taking into account the systematic
uncertainties related to the X,,,; determination and the photon shower simulations employed,
the Auger hybrid analysis provide an upper photon fraction limit of 0.4%, 0.5%, 1.0%, 2.6% and
8.9% above 1, 2, 3, 5 and 10 EeV [107]. They are shown in Fig. 1.12 compared to previous
experimental results. The bounds corroborate previous results disfavoring exotic models also in
the lowest energy region.
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Figure 1.12: Upper limits on the photon flux above 1, 2, 3, 5 and 10 EeV derived from [107] (red arrows) compared
to previous limits from Auger (SD [106] and Hybrid 2009 [105]),from AGASA (A) [108] and Yakutsk
(Y) [109]. The shaded region and the lines give the predictions for the GZK photon flux [110] and for
top-down models (TD, Z-Burst, SHDM from [110] and SHDM’ from [111]). The Hybrid 2009 limits
on the photon fractions are converted to flux limits using the integrated Auger spectrum [100])

Neutrino limit

With the surface detector of the Pierre Auger Observatory it is possible detect and identify UHE
neutrinos in the 0.1 EeV range and above [112]. Two different neutrino detection channels can be
used: the ’Earthskimming’ [113] tau neutrinos are expected to be observed through the detection
of showers induced by the decay products of an emerging 7 lepton, after the propagation and
interaction of a v; inside the Earth; the "Down-going’ [112] neutrinos of all flavours can interact
in the atmosphere and induce a shower close to the ground. The point for the indentification
is to exploit the feature that neutrinos can penetrate large amounts of matter and generate
a young shower close to the observation level, exhibiting shower fronts extended in time. In
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Figure 1.13: 1.13(a): Sketch of different inclined showers which can be detected by the Pierre Auger Observatory.
(1) An inclined shower induced by a proton interacting high in the atmosphere whose electromagnetic
component is absorbed and only the muons reach the detector. Inclined showers presenting significant
electromagnetic component at the detector level: (2) a deep down-going v shower; (3) an Earth-
skimming v, shower; (4) and a v, interacting in the mountains; 1.13(b): Differential and integrated
upper limits (90% C.L.) from the Pierre Auger Observatory [114] for a diffuse flux of down-going v
(2 yr of full Auger) and Earth-skimming v- (3.5 yr of full Auger). Limits from other experiments are
also plotted (IceCube [115], ANITA [116], RISE [117]). Expected fluxes are shown for cosmogenic
neutrinos [118] and for a theoretical exotic model [119].

contrast, UHE particles such as protons or heavier nuclei interact within a few tens of gcm™2

after entering the atmosphere, producing old showers with shower fronts narrower in time. In
Fig. 1.13(a) we show a sketch of these two kinds of showers together with an Earth-skimming
shower and a v; interacting in the Andes, which can also be identified.

Both types of neutrino interactions can be identified through the broad time structure of the
signals induced in the Auger Surface Detector stations. Two independent sets of identification
criteria were designed to search for Earth skimming and down going neutrinos in the data
collected from 1 Jan 2004 to 31 May 2010, and from 1 Nov 2007 to 31 May 2010, respectively
[114]. The obtained neutrino limit is shown in Fig. 1.13(b) compared with other limits: this
result represents at present the most sensitive bound on neutrinos at EeV energies, where the
fluxes of GZK neutrinos are predicted. Over 20 years of Auger operation the limit should improve
by over an order of magnitude if no neutrino candidate is found.

1.6.3 Observation of Anisotropy

The search for anisotropies in the arrival directions of UHECRs has been a goal since their
discovery. Since at GZK energies they are not expected to be confined by magnetic fields in
the disk of our galaxy, it is likely that they originate outside the Galaxy. Furthermore, the
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Figure 1.14: Arrival direction of 27 events recorded at the Pierre Auger Observatory with energies above 57 EeV
(circles) and the position of close-by AGN objects (stars) with redshift z<0.018 (D<75 Mpc) as
classified in the 12th edition of the catalog of quasars and active nuclei. The plot is given in Earth-
bound equatorial coordinates, while the projection of the galactic plane is represented by the dotted
line and that of the supergalactic plane by the dashed line. The shaded areas denote the integrated
exposure of the Auger detector. The full circles denote the events, which are located within an
angular distance of 3.1° from the next AGN. Events not correlating are shown as open circles. All
the open circles are located not far from the galactic plane, where the used AGN catalog is known
to be incomplete and the expected cosmic ray deflections are the largest. The three strongest AGNs
(Centaurus A, Fornax A, Virgo A) are marked as black stars.

existence of the GZK cutoff imposes that they must have been produced relatively nearby. Since
light particles with energies above EeV range are expected to not be largely deflected from their
original path, they should point back to the source. The AGASA Collaboration claimed an excess
of clustering at small angular scale respect with the isotropic expectation [49], later contradicted
by the HiRes data [120]. Analysis of data recorded by several cosmic ray experiments revealed
a general correlation with the supergalactic plane [121], but with limited statistical significance.
Recently, the Pierre Auger Collaboration reported the observation of of a correlation between
the arrival directions of cosmic rays with the highest energies measured by the Pierre Auger
South Observatory and the positions of nearby AGN [53, 122]. The most recent analysis dealing
with astrophysical source search are detailed in [123]. The departure of the arrival direction
distribution from an isotropic one has maximum significance for cosmic rays with energy above
6x10' eV, in correlation with AGN lying within ~75 Mpc. The Pierre Auger Collaboration
analysis confirmed the anisotropy hypothesis and the correlation with a confidence level of more
than 99%.

The used parameter values are those corresponding to the minimum of the probability P for a set
of N events from an isotropic flux to contain k or more events at a maximum angular distance 1)
from any member of the collection of candidate point sources, as obtained from an exploratory
scan done with data collected from 1 January 2004 through 27 May 2006. The parameters
used in the exploratory scan are the lower energy threshold E;, for the cosmic ray events, the
maximum source redshift z,,,, and the maximum angular separation . The minimum of P is
obtained with E>E;,= 56 EeV, 2,,,,=0.018 (<75 Mpc) and ¢ <3.1°. Applying the analysis to
the full data set, the Auger Collaboration found that 20 out of 27 cosmic rays events correlate
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with at least one of the 442 selected AGN, while only 5.6 were expected for an isotropic flux. The
sky map in Fig. 1.14 shows the arrival directions of the 27 events detected from 27 May 2006
to 31 August 2007 with energies above 57 EeV (circles of radius 3.1°). The 442 AGN (within
75 Mpc and with redshift lower than 0.018) from the Véron-Cetty and Véron [124] catalog are
marked as asterisks. It is clear that with the present statistic is not possible to unequivocally
identify the sources, but the Auger Observatory will gather a larger statistic in a few years.
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Chapter 2

Muons in EAS

The interest in muon results has changed during along 50 years. In the beginnings muons were
used to study geomagnetic effects. Muon measurements and the muon charge ratio were then
interpreted in terms of the primary cosmic ray spectrum and composition. Even though the
geomagnetic field is now very well known, the interest in the primary cosmic ray spectrum still
continues and it is expected that muons may play an important role in understanding both the
primary energy and composition. Muons may act as well as the best messengers of the hadronic
shower development while helping to constrain the high energy hadronic models used in the
Monte Carlo simulations of EAS.

2.1 Muon flux in atmosphere

Most shower muons are the decay product of mesons (pions and kaons). The production spec-
trum is the sum of all contributions of particle of type i that decay in particle of type j at energy
E and depth X

) =Y [ D )0 (21)

where the first term is the spectrum of secondary particles and D; is the spectrum of decaying
mesons of energy E'. Gaisser [79] assumes a proton spectrum of 1.8E7%7 cm ™25 lsr1GeV~!
and, accounting for the two-body decay of pions and kaons, finds the muon spectrum

dNu o 1 0.054
oM ~ 0.14E, 1 4 LlBEucos9 T | 11E,cos9 (2:2)
u + TGev + —s0Gev

where the first fractional term is the contribution from pions and the second one is the contri-
bution from kaons. This equation does not account for the muon energy loss, being valid only
at high energy where this contribution is small.

We note that pions decay more easily in nonvertical showers so muons have a flatter energy
spectrum at larger angles. In Fig. 2.1 the comparison between two data set of muons is shown:
one by Allkofer [125], for vertical muons, and the other by Jokisch [126], for muons with an
angle of 75°. Gaisser’s formula fits well the data for high energy, while at low energy overshoots
the two measured fluxes. This is due to the fact that the treatment of Gaisser does not account
for the energy lost by muons, that is relevant at low energy.

Moreover the comparison between the two data sets shows how the spectrum changes at different
angles. Due to the loss of energy, at low energy the flux for the data set at 75° is lower , while
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Figure 2.1: The muon flux of Eq. ( 2.2 ) (solid line for vertical, dashed line for 75° muons) is compared to the
vertical muon flux measured by Allkofer et al. (squares) and the 75° muon flux measured by Jokish
et al. (diamonds).
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Figure 2.2: The ratio of the inclined to the vertical muon flux as a function of cosf. Each curve is labeled
according to muon momentum, given in GeV/c.

at high energy becomes flatter than the vertical one. Fig. 2.2 gives a quantitative impression of
this effect by a Monte Carlo simulation [127]: at E =1 GeV/c the flux decreases drastically at
60°, while at E = 100 GeV/c it is almost flat up to cos@ =0.2. Instead at E = 1000 GeV /c the
flux increases with the zenith angle.

Fig. 2.3(a) shows collections of muon data taken at ground level by different experiments [128]
compared to calculation; Fig. 2.3(b) emphasizes the muon fluxes at high energy. From 100
GeV/c to 1000 GeV/c the data show a flux slightly flatter than prediction. To explain this
effect we observe that the calculations are one-dimensional, so we assume that all secondary
particles move in the direction of the primary cosmic ray particle. This is true at high energy
where all secondaries are emitted in a narrow forward cone in the lab. system.

Another important result is the ratio between charged muons R = F},+ /F,-. The dominance
of protons in the primary cosmic ray flux makes R greater than unity and its value can be

33



2.1. MUON FLUX IN ATMOSPHERE CHAPTER 2.

107 E T T 107 ¢ T T

102 = 5 107

\*_

¥
|

p“2 dN!dp“, em?Zs sy 1(G9Vi'c)
p“3 dN/dp,, . c:m'23'1sr'1(G.eWc:)2

1 ! 10-3 L 1 1
10 100 1000 1 10 100 1000 10000

Py GeVic Pus GeV/c

(a) (b)
Figure 2.3: 2.3(a): Muon differential energy spectra measured at sea level by different experiments. Data are
weighted by pZ. The data are from Allkofer et al. [125], Ayre et al. [129], Ivanenko et al. [130], Rastin
[131], DiPascale et al. [132], Boezio et al. [133], Motoki et al. [134], Achard et al. [135]; 2.3(b): the
same spectra weighted by pi.
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interpreted in terms of the average p/n ratio in the cosmic ray flux.

Fig. 2.4 shows the data of BESS [136], L3C [135] and MINOS [137]. In the GeV range the charge
ratio gradually increases, while in the energy range from 10 to 100 GeV it becomes approximately
constant at ~1.27; at energies greater than a few hundred GeV several competing processes can
affect the charge ratio. Thus, the fraction of muons seen from kaon decays increases because the
longer-lived pions become more likely to interact before decaying than the shorter-lived kaons.
Consequently, kaon decays begin to give an increasingly important contribution to the muon
charge ratio at these energies. Since strong interaction production channels lead to a muon
charge ratio from kaon decays that is greater than that from pion decays, the measured charge
ratio increases to 1.4 at TeV energy [137].
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Figure 2.4: Muon charge ratio as a function of the muon momentum, according to values reported by several

experiments.
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2.2 Underground cosmic rays

Primary cosmic rays almost never reach sea level. Secondary particles do. But only very high
energy muons (E, >500 GeV) can penetrate deep underground, while other particles as hadrons,
electrons and ~-rays interact immediately with rock and are absorbed. So high energy muons
can be detected by underground detectors. They can measure the muon flux for a very long
time and provide reliable information on the primary cosmic ray spectrum. To interpret these
measurements we need a good description of the muon production spectrum and also we have
to know very well the muon energy loss at high energy and the thickness and composition of the
rock above the detector.

2.2.1 Interaction processes

For muons in the GeV energy range the only essential energy loss process is ionization, while for
the muons underground other processes become important:

- Bremsstrahlung : this is the electromagnetic radiation produced by the acceleration of a
charged particle when deflected by another charged particle, such as an atomic nucleus.
The bremsstrahlung cross section for muons is

P30 -0+ <o) (2.3

where u is the fraction of energy transferred to the photon and the screening function &(4)
depends on the minimum momentum tranfer to the nucleus § = m2u/[2E(1 — u)]. The
screening function has been parametrized with the form

(2.4)

m 1897 ~1/3
§)=1In | f, 2
§0) =In [f Me L+ (8/me)+/el89Z-1/3

where f, is the nuclear form factor [138].

- Pair Production : in this process the muon emits a virtual photon that produces an
electron-positron pair. Because of the two electromagnetic vertices the cross section is
proportional to o and not to o as for the bremsstrahlung. In general form the cross
section can be written as

dopair 20272 o1l —w m?
= £Z F, — F, d 2.5
i = Bt [+ TR (25)

where v is the fractional energy loss of the muon and r is (E,+ — E.-)/v. (For the
parametrizations of functions F, and F), see ref [139] ). The cross section for pair produc-
tion is higher than the bremsstrahlung one, however the energy losses of the two processes
are of the same order.

- Photoproduction : in this case the muon emits a virtual photon that, interacting hadroni-
cally with matter, generates secondary hadrons. Only higher energy photons are impor-
tant, so the cross-section for muon energies in the GeV range is very small. The photo-
production cross-section for muons is given by

do’ph(Eu) . AOz

dv ﬁO—’YN(UE#)U X F[E,Uav v, U(UEH)] (26)
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where v is again the fractional energy loss of the muon and o,y is the interaction cross-
section of a real photon with nucleons. (For the parametrization of functions F see ref.
[140] )

In Fig. 2.5 the relative energy loss is reported for the three processes in standard rock ( an
artificial material with atomic mass A = 22, atomic number Z = 11 and density 2.65 g/cm? ).
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Figure 2.5: Relative energy loss in standard rock. Solid line shows the sum of the three processes. Circles show
the energy loss for clean ice with density 0.93 g/cm?.

2.2.2 Energy loss

Tonization energy loss depends weakly on the muon energy so we can consider it as a constant,
with a value of about 2 MeV per g/cm?. The processes described above, instead, are proportional
to the muon energy so the total muon energy loss becomes

dE
d—x" =—a—bE, (2.7)

where b is the sum of the three contributions related to radiation processes
b= bbr + bpair + bph (28)

For standard rock it assumes a value of 4x1079.

The energy at which the energy loss by radiation is equal to the one by ionization is the critical
energy € = a/b ~500 GeV. When E, > ¢ radiation processes dominate, while when E, < €
ionization process dominates, as showed in Fig. 2.6.

Now we can calculate the average energy £, of a muon with initial energy ES after propagating
through a material of thickness X expressed in ( g/cm? ):

E, = (E) +¢) x exp(—bX) — ¢ (2.9)

and the reverse quantity
E) = (E,+€) x exp(bX) — ¢ (2.10)

So, from 2.10 we can obtain also the minimum energy for a muon to penetrate at depth X

E™ = elexp(bX) — 1] (2.11)
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Figure 2.6: Relative importance of different energy loss processes as a function of the muon energy normalized to
the total energy loss per g/ch.

At small depth ( X < 1/bg/cm? ) muons lose energy mostly by ionization and EZ”” ~ aX. The
muon spectrum underground reflects the surface spectrum with a flattening under £, ~ aX.
Instead at big depths ( X > 1/b g/cm? ) the spectrum has an almost constant shape up to
E,, ~ € and steepens above this energy.
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Figure 2.7: The integral muon flux measured at different angles and converted to vertical muon flux is compared
to prediction as a function of depth.

In Fig. 2.7 different measures of underground muons are compared. The data are from the
compilations of M.Crouch [141], Baksan [142], LVD [143], MACRO [144] and Frejus [145]. To
compare data taken at different zenith angles, the fluxes are converted to vertical direction using
muon production models, and the various depths are converted to standard rock [128]. Assuming
a power law muon energy spectrum at the ground and accepting the definition of the minimum
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muon energy to reach a depth X, the relation between the intensity and the depth becomes

K6,a+1

Fvert —
= a—1

x exp(—(a — 1)bX) x (1 — e X))ot (2.12)
where the first term is a constant and reflect the muon energy spectrum at the ground, the
second term determines the depth intensity curve, and the third term is always larger than 1,

reaching a value ~1 at large depths. Finally from 2.11 we obtain the range of a muon of energy
Ey

€

R(E,) = %m (E“ 4 1) (2.13)

This expression is true if we consider that muons lose energy continuously and in equal amount
through the track. But this assumption is valid only for energy up to 100 GeV (when ionization
is the main energy loss process), while at higher energy muons occasionally interact and lose
a large fraction of their energy. Fluctuations are inherent to the radiative processes and they
replace the range R(FE,) with a distribution of ranges. Muons that did not radiate propagate
much further than the range R(E,), but the majority of muons did radiate and cannot reach
this depth. So we can compare the average range distribution (R,) to R to estimate the survival
probability in standard rock for muons as shown in Fig. 2.8. The ratio (R,)/R is energy
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Figure 2.8: Survival probability of muons with energy 1, 3.16, 10 and 31.6 TeV in standard rock. The two curves
for each energy indicate the uncertainties in the bremmstrahlung. The arrows show the average depth
for muon survival calculated from Eq. 2.11.

dependent. For high (E,) the radiation processes are dominant and the fluctuations are more
important. The range distribution becomes wider and (R,)/R decreases.

2.3 Muonic component in EAS

Muons in the shower are created from the decay of charged pions, where the probability of
decay is a balance between the interaction cross section with atomic nuclei and the decay time
of the particle. The lifetime of the pion in the observer frame increases with energy as does
the interaction cross section, and muon production becomes prevalent as the pion energy drops.
Pion decay also depends on the density of air at the given height, p(h), and the probabilities of
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decay and interaction become equal when:

A
yTC o) (2.14)
where v, 7 and A\ are the Lorentz factor, lifetime in the rest frame and mean free path for
interaction of the pion respectively.
Matthews [146] had adjusted Heitler’s approach to hadronic showers by the introduction of
physical parameters. In his approach he considers the relation between the number of muons
(N,) and the total number of decaying pions (Ny)

In N, =In Ny = fIn(Eo/ex) (2.15)

where Ej is the energy of the primary cosmic ray, €, is the energy associated with the competition
between decay and interaction for the pions and 3 reflects the fraction of the multiplicity in
charged pions. The number of generated muons is

N, = (Eo/er)? (2.16)

To describe realistically the total number of muons, Matthews proposes a value e, =20 GeV,
and ( given by

In 2(m)
In(m)

To extend the theory to heavier nuclei we can apply the superposition approrimation in which
a shower initiated by a nucleus of mass A and energy Ej corresponds to A showers initiated
by nucleons of energy Ey/A. In this approximation the average depth of the shower maximum
becomes

B= =0.85 (2.17)

X = XP

max max

~— Xoln A (2.18)

Air showers initiated by He, O, and Fe nuclei of the same total energy will reach maximum 50,
100 and 150 g/cm? earlier than proton showers. As a consequence, showers induced by heavy
primaries generate more secondary particles, each of smaller energy and leading to an earlier
attenuation of the electromagnetic component (after the shower maximum). This reduces the
average pion energy in the early stages of the cascade relative to a proton shower of the same
energy. As a result, the number of muons is larger and becomes

8
N,=A <E°/‘4> = A"AN? (2.19)

€r

The muon excess over proton showers is 23%, 52% and 83% respectively for He, O and Fe
showers.

Gaisser [79] gives the following approximate expression for the total number of muons N, with
energies above 1 GeV:

E 0.86
N, (> 1GeV) ~ 2.84 (Ag ) (2.20)

Measuring the ratio N./N,,, where N, is the number of the electrons at ground, can thus provide
an estimation of the primary composition. The sensitivity to the primary mass of the correlation
between shower size N, and number of muons N, is explained by the earlier longitudinal develop-
ment of showers induced by heavy primaries combined to the weak dependence of the multiplicity
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Figure 2.9: The (N,,Ne)-correlation from MC simulations shown for proton and iron primaries at various energies.
The lines represent the half-width maxima of the distributions.

n of the secondaries on the energy of the interacting nucleon, i.e. na(E) < Aln(E/A), leading
to more secondary particles for heavy primaries. Due to the shorter interaction length and the
smaller energy per nucleon and because of the reduced attenuation of the muon component, the
electromagnetic component of a heavy-particle induced shower has progressed more on average
at the observation level, and the shower carries more muons than a proton induced shower of
the same energy. A quantitative example of such N.-N, correlation is shown in Fig. 2.9 by MC
simulations for proton and iron primaries at various energies. As it is evident, iron showers have
more muons and less electrons at all energies.

In this treatment we have not taken into account the muon decay and its energy loss. A realistic
value of 3 is a function of the muon energy; for example low energy muons are less likely to
decay so ( increases by an amount d3 depending on the muon energy. Fig. 2.10 shows the
dependence of the number of produced shower muons as a function of the primary energy for
a proton shower using Monte Carlo simulations [147]. There is a slight variation of the power
law index ¢ with the muon threshold energy. These variations are due to the different hadronic
interaction models. The number of produced muons increases with the energy of the primary
cosmic ray. This increase however does not scale linearly with the primary energy. Simulations
show that in a proton induced shower the factor which reflects the number of produced muons
3 grows with the primary energy by EY85,

Moreover, depending on the angle at which the primary cosmic ray enters the atmosphere the
shower can suffer more or less attenuation. Showers with high zenith angles have to traverse a
higher amount of air, thus they are more absorbed. In these cases charged pions find a denser
mean and usually decay into low energy muons which are more likely to decay.

2.4 Muons experimental arrays

As it was already mentioned above, the muonic component of the shower can help to discriminate
between different primary cosmic ray masses. Throughout this section we will give a brief
description of the High-Res - MIA, AGASA and KASCADE-Grande experiments, where a muon
array has been used over the past years to provide experimental data on the problem under
discussion.
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Figure 2.10: Average number of muons at sea level in vertical proton showers as a function of the primary energy
and for different values of the muon energy threshold. From top to bottom the thresholds are 0.3, 1,
3, 10 and 30 GeV.

2.4.1 Hight resolution Fly’s Eye - MIA

Located on the western desert of Utah, the High Resolution Fly’s Eye - MIA (Michigan Muon
Array) experiment, combined both fluorescence telescopes and buried muon detectors. The
High Resolution Fly’s Eye was constituted by 14 optical reflector telescopes. Their field of view
was about 3° to 70° in elevation and 64° in azimuth at the top and 32° at the bottom of the
field of view. MIA used 16 patches of 64 scintillator muon counters buried at approximately
3 m depth covering an effective area of 2500 m? and a total area of 370 m x 370 m. The
muon array records both the arrival times and the muon counts within a 44 s interval for each
triggered detector. The muon detectors present an average energy threshold of Ef;h ~ 850 MeV
for vertically incident muons. The muon density was estimated at 600 m from the shower core
based on a fit to the triggered counters for each event [148, 149].

2.4.2 Akeno-AGASA

The Akeno experiment measured muons with energies £ >1 GeV from showers belonging to the
energy range of 10165V —10!9%¢V. The experiment comprised a set of shower arrays of 1 km?,
20 km? and 100 km?. The array of 1 km? consisted of 156 scintillation counters having an area
of 1 m? each and 8 muon detectors of 25 m? each. The muon detectors were shielded by a 2 m
thick concrete layer yielding a muon energy threshold of 1 GeV. The muon lateral distribution
function was determined at a range distance of 50 m to 800 m from the shower core. The 20 km?
array was composed by 19 scintillator counters of 2.2 m? each and 4 scintillators of 1 m? each
placed at 1 km spacings apart from each other. This array also implemented 8 muon detectors
of 25 m? from the 1 km? array. Finally, the 100 km? array, also denominated AGASA, was
composed by 111 scintillators each one covering an area of 2.2 m?. Additionally there were also
14 muon detectors whose shielding was either made of concrete or by a mixture of iron and lead,
both presenting a muon threshold energy of 0.5 GeV. Twelve muon detectors had an individual
area of 2.8 m? while the remaining two had an individual area of 10 m? . For all the three arrays
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the energy of the primary, the core position and the arrival directions were calculated by the
scintillators. The muon densities were calculated from the mean of all the events. Fig. 2.11(a)
show a view of the Akeno Observatory and a scheme of the 100 km? array.

(a) (b)
Figure 2.11: 2.11(a): A view of the Akeno Observatory; 2.11(b): The scintillators array of AGASA.

2.4.3 KASCADE

The KASCADE experiment (KArlsruhe Shower Core and Array DEtector) is placed at the
laboratory site of the Forschungszentrum Karlsruhe at 110 m a.s.l. and takes data continuously
since 1996. In April 2009 the collaboration officially celebrated the closure of the activities: the
array will continue to record data, with limited maintenance.

The KASCADE array studies the energy region between 10'4eV and 10'%eV and covers an area of
40000 m? composed by 252 scintillator counters to measure the electromagnetic component. The
experiment measures the muonic component by scintillators and by the Muon Tracking Detector
(128 m? with E,, >800 MeV) at four different energy thresholds and the hadronic component by a
300 m? iron sampling calorimeter [155]. Fig. 2.12(a) and 2.12(b) show the detector arrangement
of the KASCADE array at the Karlsruhe Forschungszentrum with the three main components:
detector array, central detector and muon tracking detector on a surface of 200200 m?. A
scheme of the scintillator station is shown in Fig. 2.12(c).

In 2003 the KASCADE experiment was upgraded with the addition of 37 detector stations,
forming the Grande Array. Each of the stations consists of 10 m? plastic scintillator which
is sensitive both to the electromagnetic component and to muons with energies above 5 MeV.
The whole installation covers an area of 0.5 km? with spacings of about 130 m allowing air
shower measurements up to 10'® eV. To provide a fast trigger to KASCADE a compact array
of 8 stations with 11 m? plastic scintillator each, named Piccolo Array, has been added to the
Grande Array over an area of 360 m?.
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Figure 2.12: 2.12(a): A view of the KASCADE array at the Karlsruhe Forschungszentrum; 2.12(b): The detector
layout of the KASCADE array; 2.12(c): A sketch of a scintillator station of KASCADE.

2.5 Experimental results on muons

2.5.1 Muon LDF

The particle lateral distribution function (LDF) of extensive air showers is the key quantity for
cosmic ray ground observations, from which most shower observables are derived. The lateral
distributions of electrons and muons in EAS not only contains information on the nature of
the primary cosmic ray particle, which is related to astrophysical questions, but it also carries
information relevant to particle physics. While the electromagnetic interactions are thought to
be well understood, this is not true for the high energy hadronic interactions. A parameter com-
monly used to describe the form of the lateral density distribution is the lateral form parameter
in the Nishimura Kamata Greisen (NKG) function, as it was already mentioned in Chapter 1,
that describes the particle density at the ground as a function of its distance to the shower core.
For the shower muons Greisen proposed the following function :

pu(R) = N, <]2’§> P14 7)78 (2.21)

where p,(R) is the density of muons measured at a distance R from the shower core, r = R/ Ry,
Ry is a characteristic distance and C), is a normalization factor. The value of o was fixed to
be 0.75, while # and Ry were determined for vertical showers by fitting p,(R). The best fitted
values are 3 = 2.52 £ 0.04 and Ry = 266 + 32 m [150]. Equation 2.21 seems to describe well
the muon distribution for small distances from the shower core, within 800 m from the core.
However for R > 800 m the data show significantly lower values than the extrapolated values of
2.21 . In order to get a better reproduction of the observed data the Akeno group proposes the
following muon lateral distribution of muons up to 2000 m

pu(R) = N, (Z%) (1 4 )P {1 + (%)3}6 (2.22)

where 0 ~ 0.6. The average p, obtained from AGASA are plotted as a function of core distance
in Fig. 2.13(a) for different energy ranges. The thick solid curve are those expected from 2.21;
it can be seen that the agreement with data is good only within 800 m from the core, while in
the range 800-2000 m the modified LDF proposed fits very well the data. In Fig. 2.13(b) more
recent data are shown [151].
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Figure 2.13: 2.13(a): Lateral distribution of muons obtained by Agasa for vertical showers ((secf) = 1.09) in
10'75 < B < 18'® eV (open circles) and 10'%% < E < 18'9 eV (full circles). The Greisen LDF
represented by 2.21 and the modified LDF represented by 2.22 are shown by thick and thin solid
curve; 2.13(b): The lateral distribution of muons in air showers with energy 101875 eV, 10192 eV,
1019.75 eV.

Instead, KASCADE-Grande proposes the following lateral distribution for the distance range of
275 m to 625 m from the shower core:

pu(R) = N, <;’/é>¢p1(1+r)m{1+ <1£z0>2}p3 (2.23)

where p; = —0.69, p2 = —2.39, p3 = —1.0 and C}, = 0.28 were obtained from a fit of the function
for simulated proton and iron showers in the energy range of 10!6 eV - 1017 eV [152]. As before
r = R/Ry where R is the distance to the shower core, and Ry = 320 m is based on CORSIKA
simulations using the interaction model QGSJet01.
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Figure 2.14: Lateral density distributions of muons measured with KASCADE-Grande.

102

Fig. 2.14 shows a comparison of mean muon lateral distributions from simulations with the
measured data. The showers are binned in intervals of total muon number, being a good esti-
mator of primary energy. The lateral distribution obtained from the data agrees relatively well
with the simulations. The lines shown correspond to the equation 2.23 where N, is set to the
measured mean muon number obtained in each interval.
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2.5.2 The conversion between N, and £

The number of muons, IV, is expressed as a function of N, and sec by
N, = (2.6 + 1.4) x 10°7%(N,/107) (2.24)

for 107 < N, < 10%5 and sec < 1.6, where a = (1.07 £ 0.13)(sec — 1) and b = (0.77 + 0.02) —
(0.17+0.02)(sec® — 1). The average N, is plotted in Fig. 2.15 as a function of N, for vertical
showers measured by AGASA.

(a}

saglB)<1.1

leg(Ns)
Figure 2.15: The average N, as a function on N, for vertical showers ((sec) = 1.05) by AGASA.

Now, using the relation between N, and E proposed by Nagano et al. [153]

N,
E=3.9x10"(%)%? 2.2
3.9 x 10 (106) eV (2.25)
combined with the Eq. 2.24, AGASA obtains the energy of the primary particle as a function
of N,:

N,
E =216 x 1018(1—0’;)“9@{/ (2.26)

2.5.3 Primary composition

The muon content of a shower reflects its primary composition. For the same energy, showers
initiated by heavy nuclei tend to be richer in muons than proton initiated ones.

Based on this assumption, MIA uses the muon density measured at a distance of 600 m from
the shower core as an indicator of the primary composition. Assuming the validity of the
superposition model for the development of showers initiated by nuclei MIA defines a parameter
B, the 'muon content index’ for a shower of primary energy E, calculated as:

_dlog p(600m)

= dlog E (227)

where p(600m) is the mean muon density at 600 m from the shower core. To evaluate an eventual
change in composition of cosmic rays, MIA used the following expression:

dlog A B — [

= 2.2
dlogE 1- [ (2.28)
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where A is the mass number of the primary, E the primary energy and [y is the estimated value
of the 'muon content index’ for a pure beam of primary nuclei of mass A. On the performed
simulations both the primary energy E and [y were found to be model dependent; however A was
quite insensitive to the chosen hadronic model. In the studied energy range, 10’7 eV< E < 10'8
eV, QGSJET simulation results yielded a value of 5y = 0.83+0.01/decade both for a pure proton
and a pure iron primary composition [148]. The measured value of the 'muon content index’ was
B = 0.73 £ 0.03/decade which is consistent with a composition change, from a predominantly
heavy to a light one, at ~ 3 x 107 eV. So they conclude that the HiRes-MIA hybrid experiment
confirms the Fly’s Eye experiment result that the primary composition changes towards a lighter
mix of nuclei from 107 to 108 eV [149].

The value of the mean muon density at 600 m from the shower core obtained from data was
p(600m) = 0.24 + 0.02/m? which is quite similar with the results obtained by AGASA which
measured p(600m) = 0.25/m? despite of the very different hadronic models used by both expe-
riments [150].

The AGASA experiment provided a composition measurement by comparing the number of
muons at 1000 m from the core p,(1000) with model predictions in the energy range 10'7-5-101°
eV [154]. Figure 2.16 shows the results for observed events (circles). The events with no muon
detection are plotted at the bottom. The expected £o distribution bounds are indicated for pro-
ton (dashed curves), iron (dotted) and gamma-ray initiated showers (solid). The average mass
decreases gradually as the energy increases. The composition is predominantly light around 10
eV, with an iron fraction upper limit of 40% above 10 eV at a 90% CL.

=
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Figure 2.16: p,(1000) vs Eo plots for observed events above 10'° eV by AGASA. The events without muon
detection are ploted at the bottom. Curves denote +1o distribution bounds for proton (dashed
curve), iron (dotted) and gamma-rray (solid) initiated showers.

The N, — N, correlation stands again at the basis of KASCADE composition results [156, 157]:
using data from the field array it was possible to determine the electron number lg N, and the
truncated muon number lg IV, f]’ (number of muons with shower core distances between 40 m and
200 m) to form a two-dimensional shower size spectrum. An example of such spectrum for an
interval of zenith angles of 0°-18° is shown in Fig. 2.17(a). The content N; of each histogram
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Figure 2.17: 2.17(a): Two-dimensional shower size spectra as measured by KASCADE for a zenith angle range
of 0°-18°; 2.17(b),2.17(c): Energy mass spectra of H, He and C (left) and of Si and Fe (right) as re-
constructed by KASCADE. The comparison between QGSJET/FLUKA-based and QGSJET/GHEISHA-
based results is shown. Shaded bands correspond to estimates of the systematic uncertainties for the
QGSJET/GHEISHA solution.

cell j is related to the single mass spectra and can be written as:

N

N»—CZA: T s e E (2.29)

i= dig EPA%® '
A=177°

where C is a normalization constant, containing measurement time and aperture, and the func-
tions pa = pa(lgNej,lgN ffj\ lg ) include shower fluctuations, efficiencies and reconstruction
resolution, thus giving the probability for a shower with energy E and mass A to be measured
and reconstructed with shower sizes N.; and Nﬁ’} The two-dimensional shower size spectrum
is regarded as a set of coupled integral equations that can be solved for the mass group energy
spectra (H, He, C, Si and Fe) through unfolding methods, in this case Gold deconvolution. The
results obtained from the unfolding, adopting QGSJETO1 as high energy hadronic model, are
shown in Fig. 2.17(b) for the light groups (H, He and C) and in Fig. 2.17(c) for the heavy com-
ponents (Si and Fe). In both figures the mass spectra obtained using two different low energy
hadronic model, GHEISHA (describing the interactions for laboratory energies below 80 GeV)
and FLUKA (describing the interactions up to 200 GeV), are compared: above the thresholds
the low energy models are replaced by QGSJETO1.

The helium component is found the most abundant below the knee, followed by proton and
carbon components: in the H and He cases the spectrum shows a change of slope, that is absent
in the carbon component. On the contrary the trend of Si and Fe spectra appear to be almost
flat with energy.

Moreover, due to the very different shower development for high energy and heavy primary CR
particles, another parameter that KASCADE uses to discriminate the primary composition is
the mean muon production heights, as shows the CORSIKA [158] simulation in Fig. 2.18.

In the high energy domain, above the knee in the all particle spectrum, many others expe-
riments recorded data, like Haverah Park, Volcano Ranch, witch terminated their operations,
or Yakutsk, Hires and the Pierre Auger Observatory that are still in data taking. In Fig. 2.19
a compilation of experimental results for the iron abundance as measured by the experiments
Akeno/AGASA, Fly’s Eye, Volcano Ranch and Haverah Park is reported . The results obtained
by different experiment are controversial and do not lead to a firm conclusion. Moreover a com-
parison among them is not easy, as they rely on different hadronic models.
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Figure 2.18: Mean muon production heights observed at different distances from the shower core in CORSIKA

simulated vertical showers for proton and iron primaries at two fixed primary energy values by
KASCADE.

As can be seen, the Haverah Park results are not in agreement with those from Volcano Ranch.
The two analysis are based on the QGSJET98 moded, but the observed discrepancy is statisti-
cally significant (more than 20 at 10'® eV) and not understood. A disagreement is observed
also between HiRes and Haverah Park measurements: the first experiment finds a change in the
composition towards light species in the range 0.1-1 EeV, against a composition dominated by
heavy nuclei, as found in the Haverah Park data. AGASA and HiRes results are also contradic-
tory, but they are obtained with different models. An attempt to compare the two results has
been carried out in [159] adopting the same model SIBYLL 1.5 for both data sets.

These arguments demonstrate the difficulty encountered when comparing results coming from
different experiments. The measurements are in most cases not taken in the same period and
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Figure 2.19: A compilation of the experimental results for the iron abundance as obtained by Fly’s Eye (A),
AGASA A100 (O), AGASA Al (M), using SIBYLL 1.5 as hadronic model, Haverah Park (o) and
Volcano Ranch (e), using QGSJET98 as hadronic model.
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the predictions change according to the hadronic model chosen to describe the data. Some basic
conclusions can be drawn: the photons are not dominating the cosmic ray radiation, no matter
what type of model is chosen, and a certain percentage of heavy nuclei seems to be present
even at the highest energies. However, the experimental results are contradictory in some cases
and do not point towards a common interpretation. The problem of the cosmic rays mass com-
position is therefore still open and debated, being one of the key point of study of the Pierre
Auger Observatory. In this way The Pierre Auger Observatory intends to dedicate a line of
investigation on the muon content of EAS and compare its results with other experiments. Its
main bet resides on AMIGA, an upgrade which is being built consisting on the addition of a
smaller surface array of Cerenkov water tanks and buried muon detectors that will be buried at
a depth high enough in order to avoid a heavy punch-through effect due to the electromagnetic
component of the shower which constitutes the major drawback in experiments like AGASA and
KASCADEGrande.
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Chapter 3

The Pierre Auger Observatory

The Pierre Auger Project is the result of an international effort to measure properties of cosmic
rays at the highest energies by detecting Extensive Air Showers with unprecedented statistics
and precision: 17 countries, about 70 Research Institutes and Universities from all over the
world, involving more than 300 physicists, are taking part in the construction and data analysis
of the Auger Observatory. The observatory has been optimized to answer all the open questions
on UHECR: the spectrum and the mass composition in the GZK-region, the observation of
point-like sources of cosmic rays and the observation of large scale anisotropy.

The concept of the experiment was guided by the following requirements [52]:

- Large aperture: as previously mentioned the flux of cosmic rays in the GZK regime
is extremely low. The rate of particles with an energy larger than 10'” eV is about 1
km~?yr~!. Thus, it is necessary to instrument a sufficiently large area to achieve significant
statistics in a reasonable measurement time. The Observatory covers an area of about 3000
km? with surface detectors. So the array allows to detect up to 3000 cumulative events
per year above the energy region of the ankle, while about 30 cumulative events per year
is the rate in the region beyond the predicted GZK cutoff. This would lead to a sufficient
statistics over the activity years in order to draw physical conclusions with a reasonable
significance.

- Precision: on each site the ground area will be equipped with water Cherenkov detec-
tors(SD) to measure the distribution of particles at ground and by four fluorescence stations
(FD) to observe the development of the shower in atmosphere. The array can measure all
the time, providing a 100% duty cycle, while the FD can operate with about 10% duty
cycle. This allows to gain a subset of events with hybrid information. The combined use
of these two detection techniques will provide a cross-calibration and better event recon-
struction accuracy. Moreover the collaboration is actually enhancing the original design,
with high elevation telescopes, an infill area with finer granularity of tanks in a sub-array
to achieve low energy extension, as well as muon counters to be placed underground and a
radio antenna array, a technique that provides a cheap and full duty cycle way to measure
a shower [160].

The Auger Observatory is built in the Argentinian Pampa Amarilla, near the small town of
Malargiie (69° W, 35° S) in the Department of Mendoza [161], in an uplands at an altitude
between 1300 m and 1500 m above sea level. This corresponds to a vertical atmospheric depth
of about 870 gcm™2, needed to observe the shower maximum above ground for air showers at
highest energies with the fluorescence telescopes.

50



3.1. THE SURFACE ARRAY CHAPTER 3.

0s Molles g

1
¥ ‘*‘AZK' 7

El Salitral-Pto.
1721, Virgen del Carmen
Pro. o

Figure 3.1: Current status map of the Southern Pierre Auger Observatory in the province of Mendoza. Each dot
is a deployed surface detector tank, while the green lines represent the operational FD telescopes.

The choice of this experimental site was motivated by physical considerations and practical
concerns related to the advantageous characteristics of the local environment. The landscape
provides an area of more than 3000 km? for instrumentation, that is mostly flat (average slope
of 0.5%). Furthermore, vegetation and topology allow feasible deployment of tanks as well
as construction and maintenance of infrastructure although some difficulties are related to the
absence of adequate roads within the field. The fluorescence eyes are situated at the edges of the
area, optimized to observe the atmosphere above the ground array. The cloud coverage less than
15% provides good measuring conditions. Moreover population in the region of the experimental
site is small and thus, light levels due to civilization are small.

The installation of detectors started in 2002 and the Observatory started collecting data in Ja-
nuary 2004. In the following sections we focus on the two main detector systems, the Fluorescence
Detector telescopes (FD) and the Surface Detector array (SD). All fluorescence telescopes are
fully operational since February 2007, while the surface array has been completed in March 2008.

3.1 The Surface Array

The surface detector array is a triangular grid of 1660 Cherenkov water tanks, extending over
an area of 3000 km?, with 1.5 km spacing between detectors [162]. The final configuration of
the array is shown in Fig. 3.1. The station spacing is the result of a compromise due to the
need of limiting the cost of the apparatus and the aim of reaching an adequate particle sampling
especially far from the core. With a spacing of 1.5 km the number of triggered stations at the
very highest energies is large enough (15 to 20 units) to allow high quality and unambiguous
event reconstruction.

The water Cherenkov detection technique has been selected mainly from cost considerations:
the production and assembly of the water tanks is relatively cheap, the tanks can be brought
out in the field without deionized water and filled afterwards. In addition the water tank offers
a natural way to optimize muon pulse heights with respect to the electromagnetic component
and can provide a good response to inclined showers.

Each surface detector station is a 3.6 m diameter tank containing a sealed and diffusively reflec-
tive Tyvec liner. It is filled with 12 m? of ultra-high pure water which is expected to maintain its
quality without degradation for the lifetime of the experiment, estimated at 20 years. The tanks
are made of high-density polyethylene: such material allows a good resistance to atmospheric
and corrosive agents (very strong wind, rain, snow, extreme temperature oscillations from -15°C
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Figure 3.2: 3.2(a): A scheme of the adopted tank design;3.2(b): A surface detector station deployed in the field.

to 50°C,...) and possible animal attacks.

Three nine-inch-diameter photomultiplier tubes(XP1805/D1 Photonis PMTs) are mounted fa-
cing down and look into the water to collect the Cherenkov light produced by the transit of
relativistic charged particles. The water height of 1.2 m makes it also sensitive to high energy
photons, which convert to electron-positron pairs in the water volume. A tank and its compo-
nents are shown in Figures 3.2(b) and 3.2(a) .

The station electronics is made up of the front-end electronics (FE), a station controller com-
posed of a microprocessor performing local software processing, a slow control module, a GPS
receiver and a time tagging unit. On the FE-board, the PMT signals are filtered and fed to a
10-bit ADC which samples at 40 MHz: the signal recorded by the FADC is referred to in units
of channels (ch), with a range of 0-1023, corresponding to an input range of 0-2 V. Each FADC
bin corresponds to 25 ns.

The surface detector station is self-contained. A solar power system provides the electrical power
for the PMTs and the electronics package. The electronics assembly possesses a Tank Power
Control Board (TPCB) which also monitors the charging and discharging of batteries and sets
the system to hibernation mode if necessary.

Moreover, in order to correlate data taken at different detector stations, a common time base is
established by using the GPS system. The intrinsic resolution of the GPS system is about 8 ns,
corresponding to an accuracy of 1 m in the reconstruction of the shower core.

3.1.1 Surface detector calibration

The calibration is designed to establish the signal sizes in each station, to set the high voltages
of the PMTs, to give the amplification factor of the anode with respect to the last dynode and
to set the trigger levels. The signal produced in a station depends on variable parameters like
water quality, liner reflectivity, the coupling of the PMT to the water, the gain of the PMT, the
gain of the last dynode, the electronic gain of dynode and anode amplifiers. Thus the calibration
has to be independent on the number of PMTs functioning and on differences from station to
station. The basic physics calibration [163] information needed by the SD is the average charge
produced by a vertical and centrally through-going muon. It is named vertical equivalent muon
(VEM) and is the signal unit in the water tanks. The conversion to this unit is done to provide
a common reference level between tanks. Therefore the calibration goal is to obtain the value of
1 VEM in electronic units for each individual station.

The surface detector in its normal configuration cannot distinguish the vertical from the inclined
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Figure 3.3: Charge and pulse height histograms from an SD station, triggered by a 3-fold coincidence between
all 3 PMTs at a trigger level of 5 channels above baseline, with the signal from all PMTs summed.
The dashed histogram is produced by an external muon telescope providing the trigger to select only
vertical and central muons. The first peak in the black histogram is caused by the convolution of the
trigger on a steeply falling distribution from low-energy particles. The second peak is due to vertical
through-going atmospheric muons.

atmospheric muons passing constantly through. However the distribution of light from atmo-
spheric isotropic muons produces a peak which has to be related to the VEM. The sum of the
PMTs is a measure of the total signal deposited in the tank, whereas the individual PMTs are
sensitive only to a fraction of the signal, deposited in the proximity. Thus this peak is at ~ 1.09
VEM for the first case and ~ 1.03 VEM for individual PMTs. These values were measured
in a reference tank [164], a special setup consisting of a station equipped with two centered
scintillators, one on top and the other underneath the station, the trigger requiring coincidences
within the two scintillators (see the charge and pulse height histogram in Fig. 3.3)

The calibration to VEM units includes three main steps and is done only on the peak produced
by the omnidirectional muons:

- The PMTs gains set up: the PMTs voltage is set at the deployment time and it
determines the dynamic range of each PMT. Each PMT can be re-calibrated on request
from the Central Data Aquisition System (CDAS). The initial value is chosen in such a
way that a single vertical muon produces a peak of about 50 FADC counts, meaning a gain
of 3.5 x 10° for 94 photoelectrons per VEM per muon. The gains of the three PMTs are
set up by matching a point in the event distribution to a measured rate from the reference
tank. The latter is calibrated by obtaining a charge histogram and adjusting the three
PMTs until the peak of the histograms agree. The gains of the PMTs are set such that
the single rates at 150 channels above baseline are 100 Hz.

- The online local calibration: to maintain a uniform trigger condition of the array,
the station must be able to get to a common trigger threshold. Therefore the online
calibration has to compensate for possible drifts in the gain of the PMT. This allows a
tank independent analysis of the array response. The trigger levels are set on a minute by
minute basis and compensate the drifts of the peak for each detector. Detectors which have
drifted significantly (>20 ch) from the nominal value of I{p/eEa% of 50 ch are re-inizialized.
For each station some quantities (charge for each PMT and for the sum of all 3 PMTs, pulse
height for each PMT and baseline of each FADC channel) are collected every minute, stored
in histograms and sent to the CDAS. During data analysis, the second peak of individual
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charge histogram is used to obtain the value of Qv gas necessary to convert the integrated
signals into units of VEM.

- Dynode to anode ratio: large shower signals are measured on the anode channel, when
the dynode channel is saturated. However, the absolute energy scale using muons is de-
termined from the dynode channel, as single muon signal on the anode is too small to be
useful for calibration. Consequently, the relative gain between these two channels must be
measured. One way to measure this relative gain is from moderately large signals of 20
to 50 VEM. These signals do not saturate the dynode channel, and at the same time they
are well above the noise level on the anode channel. Comparing the signal in this overlap
region allows us to extract the relative gain of the two channels.

3.1.2 Trigger levels

The surface detector triggering system [165] can be seen as a chain, from the low level trigger
received from the single tank (T1, T2) to the array trigger (T3) and to the physical events
trigger (T4 and T5). The T2 and T3 conditions allow to detect the cosmic rays in a wide range
of energies with an efficiency > 95% for cosmic rays with energies above 108 eV.

Station Trigger (T1 - T2)

- T1 trigger: the first level can operate in two different modes: The TOT (Time Over
Threshold) trigger is a simple time over threshold trigger for each PMT, triggering with
about 1.6 Hz. The condition required is that at least 13 bins in a 120 bin interval are above
a threshold of 0.2 Iy g in coincidence with at least two of the tank’s PMTs. The TOT
trigger allows muon background rejection from low energy showers and to select small and
time spread signals coming from very high energy showers in stations far from the core.
The single-bin trigger requires a coincidence of all three PMTs having a signal above
1.75 Iy g in just one single bin. The rate of this condition is about 100 Hz. The two
configurations are shown in Figures 3.4(a) and 3.4(b).

- T2 trigger: the T2 trigger is a software trigger analyzing the full FADC trace of each
PMT. All T1-TOT promoted directly to the T2 trigger, while the T1-single-bin triggers
are required to have a signal peak above 3.2 Iy gas for one bin in all 3 PMTs. The rate
is 20 Hz. The concept of not directly requiring a threshold of 3.2 Iyygjs and combine T1
and T2, is to trigger T1 with high rate to monitor the tank and calibration stability.

Central Data Aquisition System (CDAS) trigger (T3)

This trigger identifies time coincidences between the signals in different tanks that could be
associated with a real air shower. It does not guarantee that the data are physics events while a
large number of chance coincidences in accidental tanks is expected due to low energy showers
and to single cosmic muons. It considers any of the following requests:

- T3-3TOT: the 3 TOT mode requires at least 3 tanks satisfying the T2-TOT condition,
with at least two of the tanks being in direct neighbours and one being at least second
neighbour (Figure 3.4(c)). This configuration is very sensitive to vertical showers and fires
for 90% of all T3 events .
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Figure 3.4: The SD trigger schema. 3.4(a): The first operation mode of the T1 trigger, requiring a 2-fold PMT
coincidence with 13 bins in 120 bins window above 0.2 VEM. An example of a PMT trace is shown
together with the 0.2 VEM threshold; 3.4(b): The second operation mode of the T1 trigger, requiring
a 3-fold PMT coincidence in a single bin above 1.75 VEM. An example of a PMT trace is shown
together with the 1.75 VEM threshold; 3.4(c): Two possible 3TOT compact configurations; 3.4(d):
The three (minimal) 4C1 configurations; 3.4(e): The T5 configuration: the central station with the
largest signal is surrounded by 6 functioning stations.

- T3-4C1: the T3-4C1 mode is a trigger on 4-fold coincidence of tanks having any T2
trigger. The required compactness is moderate, that means, that one triggered tank of
four can be up to 6 km far away from the others in a certain time window (Figure 3.4(d)).
Although only 2% of these triggers are real events this configuration is of importance for
inclined showers, that produce wide spread patterns.

Physical trigger (T4 - T5)

- T4 trigger: the aim of this trigger is to select physical EAS events. The current con-
figuration is applied to all data used for analyzes and studies of events below 60° zenith
angle. Actually it is implemented offline and requires either a compact 3TOT-T3 trigger,
or a compact configuration 4C1 with one tank being surrounded by at least three triggered
tanks in direct neighbourhood. The 3TOT-T4 trigger selects about 95% of all events below
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60°, while the 4C1-T4 rejects about 98% of all previous triggers.

- T5 trigger: the T5 trigger is a quality cut on data, requiring that at least five of the six
neighbouring stations surrounding the station with the hottest signal have triggered and
that the reconstructed core is located in an equilateral triangle of working stations (Figure
3.4(e)). This assures a good and unbiased reconstruction of the event.

Hybrid trigger

In addition the SD-array can be triggered by the FD-telescopes with the FD-T3 trigger. This is
an external trigger from the Fluorescence Data Acquisition System (FDAS). The aim is to look
for single triggered tanks, out of the general SD trigger scheme, and use the tank information
to reconstruct the event in a hybrid mode.

3.2 The Fluorescence Detector

The fluorescence telescope detection is provided by 24 telescopes. Such system is fully operational
since February 2007, when the last detector site was completed. The design requirements include
a wide field of view to overlook the whole area instrumented by the SD tanks, a good signal to
noise (S/N) ratio, and minimal deployment and operational costs.

The fluorescence detector consists of four stations (Los Leones, Coihueco, Los Morados, Loma
Amarilla) called Fyes, each one hosting 6 telescopes. The telescopes are mounted in the same
housing, separated by large canvases dividing the telescope buildings in so called bays. Each
telescope covers a field of view of 30° x 30° in azimuth and elevation and located on small hills
at the array vertex, as shown in Figure 3.1 [166]. The combination of the six telescopes provides
full 180° coverage in azimuth, thus the fluorescence detectors cover the complete ground array.
Fig. 3.5 shows pictures of all four stations. The first completed station was Los Leones, going
into operation in May 2001, followed by Coihueco in April 2002, Los Morados in November 2004
and finally Loma Amarilla in February 2007.

With the telescopes placed at the edges of the ground array pointing inside the surface detection
field, it is also possible to trigger EAS by more than one telescope. These so called multi-fold
events form a high quality subset of data, that can be used to cross check FD-performance with
real data.

Figure 3.6(a) shows the arrangement of the six telescopes inside the FD building. Figure 3.6(b)
represents a scheme of an individual FD telescope. Each telescope is built with Schmidt optics
partially correcting spherical aberration and eliminating coma aberration. The basic elements
of the optical system are a UV transmitting filter, placed at the entrance window, a circular
aperture, a corrector ring, a mirror and a camera with photomultipliers. The optical filter is a
planar window made of Schott M-UG6 glass, which reduces the background light and provides
protection from outside dust. It exhibits good transmissivity in the wavelength range 300-400
nm, containing all the fluorescence emission bands of molecular nitrogen.

The circular diaphragm with a radius of 1.1 m is located at the center of curvature of the spherical
mirror. The size of the aperture is optimized to limit paraxial rays such that the spot size' due
to spherical aberration is kept within a diameter of 15 mm, corresponding to an angular spread
of 0.5°. In order to enhance the FD aperture and the light collection capability, a corrector

'The spot is the image of the point source at infinity on the focal surface of the optical system. The size of
the spot characterizes the quality of the optical system.
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(a) Los Leones site, in operation since May (b) Coihueco, in operation since April 2002
2001.

(¢) Los Morados, in operation since (d) Loma Amarilla, in operation since
November 2004 February 2007

Figure 3.5: The fluorescence telescopes of the Pierre Auger Observatory.
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Figure 3.6: 3.6(a): The scheme of a fluorescence detector building, hosting 6 telescopes; 3.6(b): The layout of a
telescope inside the FD building.
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ring, between radii 0.85 m and 1.1 m, is also used in each telescope. The analysis of real shower
data proved that the corrector ring indeed increase the FD aperture roughly by a factor of 2.
Each telescope comprises a large 3.5 mx3.5 m spherical mirror, with a curvature radius of 3.4
m, which reflects the UV light from the aperture system onto a camera of 440 hexagonal pixels,
arranged to form a matrix of 22 rows by 20 columns (see Figure 3.6(b)). The camera body covers
only 0.1 m? in the field of view of the mirror. The matrix was optimised in order to find a good
compromise between resolution and minimum visible spot, that is reached for a PMT distance
of 45.6 mm (corresponding to an angular aperture of 1.5°, to be compared with a typical spot
size of 0.5°). To achieve a good covering a hexagonal structure was chosen. A significant amount
of insensitive area is still present. On the one hand there is need of space between the PMTs for
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(a) (b)
Figure 3.7: 3.7(a): A picture of a fluorescence detector telescope. The telescope aperture, the segmented mirror,
as well as the PMT camera are visible; 3.7(b): A picture of the PMTs matrix.

safe mechanical mounting in the mask, on the other hand, the effective cathode is smaller than
the area of the glass envelope. In order to maximize light collection, avoiding the dead zones in
between the hexagonal PMTs, they are complemented by light collectors. The basic element for
the pixel light collector is a Mercedes star, with three arms oriented 120° apart, positioned on
each pixel vertex. Six Mercedes co-rotate one PMT and guarantee a collection efficiency of 94%
(without the light collectors, the collection efficiency decreases to 70%). A picture of a single
FD telescope is shown in Figure 3.7.

The photomultipliers are 8-stage PMTs (Photonis XP3062) with a hexagonal window (40 mm
side to side), diameter 2" and standard bialkaline photocathode of quantum efficiency around
25% in the wavelength range 350-400 nm. The nominal gain for standard operation is set to
5-10%.

The PMT readout is digitized by a 12-bit FADC. The sampling rate of 10 MHz and wide dynamic
range allows good geometry and profile reconstruction of the detected showers. In fact a sample
duration of 100 ns corresponds to a profile sampling of 4 g/cm2.

3.2.1 FD Calibration

The reconstruction of air shower longitudinal profiles and the ability to determine the total
energy of a reconstructed shower depend on being able to convert ADC counts to a light flux at
the telescope aperture for each channel that receives a portion of the signal from a shower. It is
therefore necessary to have some method for evaluating the response of each pixel to a given flux
of incident photons from the solid angle covered by that pixel, including the effects of aperture
projection, optical filter transmittance, reflection at optical surfaces, mirror reflectivity, pixel
light collection efficiency and area, cathode quantum efficiency, PMT gain, pre-amp and amplifier
gains, and digital conversion. While the response could be measured for each of these effects
independently, the FD calibration system provides a single end-to-end calibration measuring the
cumulative effect.

The absolute calibration of the FD is made in three different mode:

- Absolute calibration with Drum: this type of calibration requires the use of a portable
2.5 m diameter, 1.4 m deep, calibrated pulsed light source, generally called drum, mounted
on the exterior of the FD aperture in order to have a uniform illumination of the whole
room (Figure 3.8(a)). Inside the drum, illumination is provided by a pulsed UV LED at
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(a) (b)
Figure 3.8: 3.8(a): A schematic view showing the drum mounted in a telescope aperture; 3.8(b): Schematic
drawing of the relative calibration system.

375 nm, mounted against the face of a 2.5 cm diameter x 2.5 cm long Teflon cylinder. The
Teflon cylinder is mounted in a 15 cm diameter reflector cup, which is mounted flush to the
center of the drum front surface, illuminating the interior of the drum. A silicon detector
attached to the opposite end of the teflon cylinder monitors the relative light output for
each pulse of the LED. The side and back surfaces of the drum interior are lined with
Tyvek, which diffusively reflects the light in the UV. The absolute calibration of the drum
light source intensity is based on UV-enhanced silicon photodetectors, calibrated at NIST.
Studies were made of uniformity of emission across the surface and as a function of viewing
angle using a CCD, viewing the emitting surface of the drum from a distance of 14 m. The
measured drum non-uniformities are small, less than 1%, indicating that the FD pixels see
similar intensities integrated over the drum surface.

- Absolute calibration using vertical laser shots: the drum technique for absolute
calibration has been checked for some pixels using remote laser shots at 337 and 355 nm.
A laser pulse is shot vertically into the air with a known intensity. As the laser energy
is known, once accounting for the light propagation from the laser to the FD, the light
flux at the aperture can be derived. Using the ADC traces induced by the laser in the
camera and the drum calibration constants it is therefore possible to compare the number
of predicted to measured photons. The uncertainties of this technique, estimated to be
around 12%, are dominated by the laser calibration and atmospheric effects.

- Multi-wavelength calibration: the drum device mounts at the back a xenon flasher,
with a filter wheel containing 5 filters for selection of those wavelengths spanning the FD
acceptance. It is therefore possible to investigate also the wavelength dependency of the
absolute calibration.

At the begin and the end of each night of data taking three additional relative calibration
procedures are executed. The purpose of relative calibration is to monitor possible changes
in the response of the PMTs between drum calibrations. Three positions (A, B, and C) are
illuminated for each camera, monitoring different groups of detector components, as shown
in Figure 3.8(b). Light is distributed through optical fibers, from permanently installed light
sources.

- Relative Calibration A: a 470 nm led, positioned in the center of each mirror, illuminates
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the camera. Led pulses are splitted in 7 fibers at the source: 6 fibers run to 1 mm thick
Teflon diffusor located at the center of each mirror in the FD building, illuminating the
camera face, and the remaining fiber provides light for an output monitoring photodiode at
the source.This calibration monitors the PMT behavior and provides relative calibration
constants on a nightly base, needed to correct the reference absolute calibration.

- Relative Calibration B: a xenon light source is mounted at the focus of a /1.5 lens,
with downstream optics including a beam splitter (for a source monitoring fiber), a filter
wheel, and an /2.4 lens focusing onto a 7:1 splitter. The 7 fibers run to each fluorescence
telescope, and to a monitor for each output, as for the A fiber. The B source fibers
terminate at 1 mm thick Teflon diffusors located at the sides of the camera, with the light
directed at the mirror. The Johnson-U filter approximates the full wavelength acceptance
of the fluorescence telescopes. This calibration checks the reflectivity of the mirror and
the behavior of PMTs.

- Relative Calibration C: in this case a xenon light source is mounted as in the case
of calibration B. The C source fibers are also split, and terminate outside the aperture
with the light directed outwards. Tyvek sheets are mounted on the inside of the aperture
shutters. The sheets are positioned such that they are opposite the fiber ends when the
shutters are closed, and the diffuse light scattered off the Tyvek enters the aperture. The C
source filter wheel containing interference filters is centered at wavelengths of 330, 350, 370,
390 and 410 nm, for monitoring detector stability at wavelengths spanning the spectral
acceptance. This calibration checks the whole chain inside the telescope enclosure (the
filter, the mirror and the camera).

3.2.2 FD Electronics and triggering system

The organization of the electronics follows the structure of the FD detector. Each of the 24
telescopes is readout by one front-end sub-rack through its associated Mirror-PC. Each sub-rack
covers 22 x 20 pixels and contains 20 Analog Boards (AB), each board serving 22 channels for
the signals coming from the pixels of one camera column, 20 First Level Trigger (FLT) boards
and one Second Level Trigger (SLT) board.

The AB is responsible for adjusting the gain of each channel and adapting the dynamical range
of 15 bits to the 12-bit ADCs. For that purpose a wvirtual channel scheme is adopted. Every
channel is configured with a high and low gain of about 20 and 1 respectively. The high gain
is optimized for the most frequent small and intermediate pulses and is digitized pixel by pixel.
The signal of the low gain is first summed with signals from 10 other channels and then processed
by a virtual channel with a gain of about unity. When a high energy shower falls very close to
the eye, only one channel out of the group of 11 pixels saturates at the same time and the signal
can be recovered from the virtual channel.

The First Level Trigger (FLT) module is the heart of the digital front-end electronics. It discrimi-
nates the fluorescence light above a certain threshold from night sky fluctuations and generates a
pixel trigger for each channel, digitizes continuously the signals from the analog board and store
the raw data in memory for later readout. The hit rate, actual threshold, offset, and especially
the variance measured by the hardware are periodically read out and stored in a database for
monitoring purpose. Then, the pixel triggers generated for each channel in the 20 FLT boards
of a camera are read into the Second Level Trigger (SLT) board.

The electronic boards have been designed to satisfy some precise requirements, among which a
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Figure 3.9: Readout scheme of a fluorescence stations: Eye network, DAQ subnet, front-end, and camera.

large dynamic range of 15 bits with 7 bit relative resolution, time resolution of 100 ns, absolute
time correlation with the SD smaller than 120 ns, low production and operation cost, remote
control for the DAQ.

Moreover, a DAQ-subnet links the six MirrorPCs with a central EyePC via a LAN switch, and
the Eye Network links the readout system with the telecommunication tower and the slow control
PC. The system is synchronized by a clock module which is based on the same GPS receiver
used to synchronize the SD array. A scheme of the FD redout is shown in Figure 3.9. The FD
trigger scheme consists of two hardware triggers, the first level trigger (FLT) and second level
trigger (SLT) followed by a software trigger, the third level trigger (TLT). In addition the so
called T3-trigger acts as external trigger for the ground array to enhance the hybrid event rate.

- First Level Trigger (FLT): the ADC values are integrated by calculating the moving
sum of the last n samples, where n is a programmable integration length (5< n <16), and
this trigger fires if the signal of a PMT passes over a certain threshold. The threshold is
adjusted dynamically. A feedback system monitors the trigger rate and changes the signal
threshold in such a manner that the trigger rate is constantly at 100 Hz.

- Second Level Trigger (SLT): the aim of the SLT is to discriminate if the FLT was
induced by a shower track or from noise. Therefore, the matrix of PMTs in each camera is
scanned for certain patterns. The trigger algorithm searches for five pixel track segments
using the fundamental patterns shown in Figure 3.10 as well as those created by rotation
and mirror reflection of these patterns. In some cases the track does not pass through the
pixel center, hence the PMT may not record enough light to trigger. In other cases some
pixels may be defective or not properly working. For that reasons the algorithm requires
only 4 triggered pixels out the 5 pattern pixels. This requirement leaves a final number of
108 possible configurations. Technically, the grid of the camera is analyzed in a smaller
5x 20 sub-matrices. Each scan takes about 1 us. An additional task of the SLT board is to
provide a time stamp for each event using synchronization signals from the GPS module.
During good atmospheric conditions the SLT detects about 1 or 2 events per minute, but
only a few events per night represent real showers where the reconstruction of direction
and energy is successful. However, quite frequently the telescopes observe distant lightning
(especially in austral winter) that cause a large area of the camera to trigger in bursts of
up to 100 Hz; this effect may lead to congestion of the 64 event buffers and finally to a
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Figure 3.10: Fundamental types of pattern regarded as straight track segments by the SLT.

high dead time. To solve this problem and to refine the event selection, the Third Level
Trigger(TLT) software trigger stage was implemented.

- Third Level Trigger (TLT): the TLT is designed as software trigger to discriminate
non-physical events. It was optimized for a fast rejection of lightning, of events caused
by muons hitting the camera, and of random triggered pixels. A first step consist in the
rejection of events not surviving to applied cuts on some signal parameters (number of
dips, the number of steps in the signal waveform, and the integral over the 100 us event
window) and on the total number of triggered pixels. Roughly 99% of all lightning events
can be rejected in this step. Then it works with the T2-triggered pixel list and their
closest neighbours, discarding pixels far off from the group forming the light track. The
light arrival times measured in the remaining pixels are compared with the expected times
coming from a fit procedure. In this way accidental events with random triggered pixels
and events caused by muons are identified and rejected with high efficiency.

- Hybrid Trigger T3: as the TLT trigger is implemented on the MirrorPC it can make

use only of single telescope data. An Event Builder software collects all events of the same
FD site through the DAQ subnet. Concurrent events from adjacent telescopes are merged
to jointed events.
As discussed previously , a special feature of the hybrid design is the possibility of the
FD system to interact with the SD stations by sending a T3 hybrid trigger with a rough
reconstruction of the shower direction and impact time at ground to the CbAs. There, the
DAQ performs the readout of SD tanks in that direction and time.

3.3 Atmospheric Monitoring System

Experiments based on fluorescence detection use the atmosphere as a huge calorimeter, whose
properties vary with altitude and time. To obtain a precise estimate of the amount of the
fluorescence light emitted by the cosmic ray shower, a detailed knowledge of the atmospheric
conditions is required. In fact its condition influences the shower development, the production
of particles at ground and of fluorescence and Cherenkov photons and may affect the trigger of
both SD and FD detectors. Moreover the light is scattered by aerosol and molecules during its
propagation and clouds may strongly attenuate the UV light. Thus, the constantly changing
conditions demand a sophisticated monitoring with several instruments deployed at the Pierre
Auger Observatory [167]. In Figure 3.11 the Auger map with the position of all the atmospheric
monitoring devices is shown.

Weather stations

Molecular conditions at ground level are measured by a network of weather stations at each
FD site and in the center of the SD; these record the temperature, pressure, relative humidity
and wind speed at ground-level every five minutes. The pressure and temperature data from
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Figure 3.11: The surface detector stations and fluorescence detectors of the Pierre Auger Observatory, shown with
the locations of Malargiie and the atmospheric monitoring instruments operating at the site.

these monitors are primarily used to correct for the weather-based efficiency of the SD water
Cherenkov stations.

Balloon radio soundings

In order to obtain an air density profile, essential to transform atmospheric depth to geometrical
altitude and viceversa, the atmosphere is continuously investigated with radiosondes fixed at
helium balloons (one or two | per week) equipped with standard meteorological instruments to
measure pressure, temperature, humidity and wind data about every 20 m up to an average
altitude of 25 km, with a GPS receiver on board to determine the geometrical height.
Depending on the launching site and wind directions these measurements represent various slices
of the atmosphere above the experiment. In connection with local weather stations located at
each telescope site a three dimensional model has been developed representing the Malargiie-
monthly atmospheric profiles above the surface array. The atmospheric model is stored in a
MySQL database and can be accessed by the reconstruction software to guarantee time depen-
dent atmospheric parameterization.

LIght Detection and Ranging (LIDAR)

The atmospheric monitoring campaign includes also a system of four elastic LIDAR stations
located next to each FD-site. In each LIDAR station a high repetition UV laser fires short light
pulses in the atmosphere. The backscattered light is detected by PMTs mounted in the foci of
three parabolic mirrors. Both laser and mirror system are mounted on a steering frame and allow
full sky pointing feasibility. The LIDAR operates during FD data taking periods. Each hour
the LIDAR scans the sky above each FD site in north-south and east-west direction to monitor
the local aerosol scattering and absorption properties of the atmosphere. It is also possible to
detect height and optical depth of clouds above each site and estimate a local cloud coverage.
Moreover, when a very high energy event is detected by FD and SD, the Lidar provides an addi-
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tional monitoring of the aerosol and clouds content (Shoot the Shower) by inspecting the region
of the expected arrival direction of the shower. In addition, the Lidar located near Los Leones
site is also equipped with a vertical Raman system, detecting the inelastic Raman back-scattered
light.

Horizontal Attenuation Monitors

The Horizontal Attenuation Monitors (HAM) is used to measure the attenuation length at
ground level and its dependence on wavelength. It consists of a Xenon lamp located at FD-
Coihueco that is observed by a CCD camera placed at Los Leones, about 45 km distant. This
configuration allows the HAM to measure the total horizontal atmospheric attenuation across
the Observatory. A filter in front of the CCD allows the monitoring at different wavelength (365,
404, 436 and 542 nm).

Aerosol Phase Function

The Aerosol Phase Function (APF) devices are designed to measure the aerosol differential
scattering cross section (do/dw). Two devices are located several km from the FD buildings of
Coihueco and Los Morados. Each APF uses a collimated Xenon flash lamp to fire an hourly
sequence of 350 nm and 390 nm shots horizontally across the FD field of view. The shots are
recorded during FD data acquisition, and provide a measurement of scattering at angles between
30° and 150°.

Central Laser Facility (CLF)

The central laser facility is located in the middle of the surface array, between 26 and 39 km
from the FD telescopes. It produces calibrated UV laser beams every 15 minutes during FD
data taking. A similar system (eXtreme Laser Facility, XLF) was set up in November 2008 at a
symmetric position with respect to the CLF. Both systems produce vertical and inclined laser
beams at 355 nm with a nominal energy of 7 mJ (approximately equivalent to 102 eV). The laser
beam is observed by all the FD sites. The number of photons reaching the telescopes depends
on the atmospheric conditions between the laser and the detector. The aerosol transmission
and the presence of clouds within the laser site and FD can then be estimated. The CLF is
also connected through an optical fiber to a nearby station allowing the study of SD-FD time
synchronization.

Cloud monitors

Although CLF and LIDAR are sensitive to the presence of clouds, they don’t provide a detailed
all-sky map of cloud distributions. Thus an infrared camera, mounted on the roof of each FD
site and operating with a spectral range 7-14 pm, allows to measure the temperature differences
between clouds and clear sky. The camera has a field of view of 46°x35° and is mounted on
a steerable frame to observe the full sky around each site. During data-taking these cameras
provide a full sky image every 15 minutes, used by the FD shift crew to remotely examine the
weather conditions at the telescope site. However the cloud cameras are not able to detect the
absolute distance of clouds. Information from the CLF, Lidars and clouds cameras are store in
a database for crossing all the available information.

Stars monitors

On top of the Los Leones telescope building the Auger Star Monitor (ASM) is installed. The
system consists of a CCD, that continuously images the night sky through a wide-field lens
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(105°) and a Johnson U-band filter. The ASM is designed to take simultaneous photometric
measurements of the stars. Variations between the expected apparent brightness of the stars
and their observed brightness as a function of their instantaneous zenith angles give the total
extinction of the atmospheric overburden. Also information about the cloud cover can be ob-
tained from the images. The ASM is working remotely and fully automated all nights during
the operation time of the fluorescence detectors.

3.4 Enhancements

Instrumental enhancements are currently being installed close to the Coihueco FD station. These
include underground muon detectors, additional water Cherenkov detectors, highelevation flu-
orescence telescopes for a larger field-of-view and radio antenna to detect the geo-synchrotron
emission of air showers.

3.4.1 HEAT

The energy threshold of the baseline Auger South detectors can be lowered considerably by
additional fluorescence telescopes with an elevated field of view. At energies below 10'® eV the
fluorescence light of the air showers is detected only at distances up to 10 km. In addition, at
these energies, the showers reach their maximum rather high in the atmosphere. Consequently,
a large part of the shower profiles falls outside the field of view of the FD telescopes, which is
limited to about 30° above the horizon. Therefore, in these cases a reliable reconstruction of the
shower profile is often not possible. On the other hand, the energy range between 107 eV and
10 eV is of special interest for a detailed investigation of the spectrum and composition. In
this energy range the transition from galactic to extra-galactic cosmic rays is supposed to take
place. A number of different theoretical predictions for these processes are available and need
conclusive experimental testing (see Chapter 4). To lower the energy threshold for high quality
shower data to about 10! eV three additional telescopes are installed near to the FD building
of Coihueco (Figure 3.12(a)). These telescopes are similar in design to the other 24 telescopes
but can be tilted upwards by 29° to cover the upper part of the nearby atmosphere while the
telescopes of Coihueco measure the tails of the low energy air showers. For high reconstruction
quality the additional (timing) information of at least one SD array detector is required. To
reduce the dependence of the hybrid mode trigger efficiency on primary mass and zenith angle
a higher local density of surface detectors (infill array) is needed for the low energy domain.

3.4.2 AMIGA
The AMIGA upgrade is described in details in Chapter 4.

3.4.3 Radio Array

The detection of extensive air showers by their radio emission has revived a few years ago [168—
170] after the initial measurements made in the 1960’s [171]. There is now evidence that the
emission mechanism is an effect of the Earth’s magnetic field. Close to the core the thickness of
an air-shower is less than about 5 m and the radio emission will be coherent up to frequencies of
about 100 MHz. The LOPES [172] and CODALEMA [173] collaborations have shown that the
radio signal exceeds the noise level even in radio-loud environments for cosmic rays with energies
above 107 eV. The advantages of radio detection of UHE cosmic rays are: radio signals are not
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(a) (b)
Figure 3.12: 3.12(a): Three individual enclosures for the HEAT telescopes during hardware installation in May
2008. The central enclosure is shown in the tilted-up position to be used in the low energy measure-
ments later; 3.12(b): A radio antenna tested in the field.

absorbed or deflected on their path and the amplitude of the signal is proportional to the energy
of the incoming event. In addition, radio detection can operate at 100% duty cycle, about seven
times higher than fluorescence detection. The technique may provide additional information
which is complementary to that from SD and FD, as it determines directly the evolution of the
electromagnetic properties of the shower in the atmosphere. This complementary information
will open the possibility to identify the primary particle. In addition, if one measures radio pulses
with receivers distributed over a grid with a pitch size of many hundreds meters, a high angular
resolution better than one degree for the arrival direction of the event can be obtained. The
technology is potentially inexpensive, if the receivers can be deployed at large enough distances
and if the data transmission challenges are solved. The southern Auger Observatory provides
an excellent test bed to study the radio detection of extensive air showers as an alternative,
cost-effective, and accurate tool for cosmic-ray physics. The data from the radio setup can be
correlated with those from the well-calibrated baseline detectors of the Pierre Auger Observatory.
A picture of a Radio antenna is shown in Figure 3.12(b)

3.5 Event Reconstruction

As already pointed out, the Pierre Auger Observatory uses two independent techniques that
can be used in a complementary way. Events with at least 3ToT stations can be reconstructed
using only the information of the surface array. In the same way also a pure FD reconstruction
can be performed for events detected by the fluorescence detector. In the hybrid mode the FD
information are combined with SD, improving the geometry determination and taking advantages
of the calorimetric measurement of the energy from FD.

3.5.1 SD-events Reconstruction

Several experiments have proved successful in measuring extensive air shower parameters by use
of a surface array. The concept of this technique is illustrated in Figure 3.13. In a simplified
description, the geometry of the shower can be reconstructed by fitting the time and space
information of the hit detector at ground [174]. Moreover from the signal recorded in each
detector, the lateral distribution function (LDF) or the particle density as a function of the
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shower front

shower axis,.~

SD station

Figure 3.13: Schematic view of the SD reconstruction technique. The geometry of the showers and the lateral
distribution function (LDF) are derived from the position, the time and the signal of the triggered
stations.

distance from the core can be derived.

Geometry Reconstruction

The signal-weighted and time-weighted barycenters of the stations are set as the distance and
time origins. A shower track is described by the following equation:

=,

—~a(F(t) — B) = clt — to)

where Z(t) is a point moving with the speed of light along the straight shower track of normalized
axis @ = (u, v, w), passing the origin at time t.

The shower axis can be determined by minimizing the squares of the time differences between the
measured signal start t; (with variance UZ,) and the model time prediction ¢z for each station:

9 _ [t —t(7)]> [ct; — cto + Tia)® [ct; — cto + ziu + yv + zw]?
Vel ey T ?

with i:}:.i:’i—g the position, o;=coy, and u, v z satisfying the constraint u? 4+ 02 + 22=1. The
axis determination is thus a non-linear problem. Nevertheless from a simplified linear model
an approximate solution can be obtained and used as a starting point to more elaborate fitting
procedures.

LDF Reconstruction

The surface array detects only a sample of the particles arriving at ground therefore a fit of the
lateral distribution has to be performed [175]. The lateral dependence of the signal measured in
stations is modeled as:

S(r) = Si00fLpF(T)

where frpr(r) is a shape parametrization normalized in such a way that frpr(1000m)=1.
The energy is estimated using the procedure given in [176, 177]. As a result of a Constant
Intensity Cut (CIC) analysis, S1go is converted into a reference signal size, Ssg , independent
of the zenith angle by

Gavo — S1000
B T 110920 — 1.1322
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Figure 3.14: 3.14(a): Array layout of a real SD event measured at the Pierre Auger Observatory (ID 1153192). See
text for explanations relative to station colors; 3.14(b): Reconstructed lateral distribution function.

with & = cos? #-cos?38°. The energy conversion is provided by samples of golden hybrid events.
For these events the S3g parameter is compared to the FD energy estimate and a calibration
curve is derived, yielding the desired conversion:

E = 0.149[S380 )" EeV

In such a way the dependence of the energy measurement on the predictions given by the hadronic
interaction models is extremely reduced.

Typical results of this procedure are shown in Figure 3.14 for a real event (SD id=1153192)
measured by the surface detector. In Figure 3.14(a) the array layout is shown: candidate
stations are represented with filled circles (in bluish colors for on-time stations, in reddish colors
for delayed stations), with size proportional to the square root of the signal. Zero-signal (or
silent) stations are denoted by small black opaque circles. Candidate stations with black-rimmed
circles have saturation in the high gain channel. The core position is shown with a red circle
with an arrow indicating the shower azimuth. In Figure 3.14(b) the LDF fit of this event is
shown: the signal of the candidate stations are plotted with black dots, while the LDF fit
and the corresponding 1o confidence band is shown in green and gray. Zero signal stations are
plotted here as downward pointing blue triangles, while saturated-signal stations are represented
as upward pointing blue triangles.

3.5.2 FD-events Reconstruction
SDP Reconstruction

In the FD a cosmic ray shower is detected as a sequence of triggered pixels. This pattern defines
the ’shower detector plane’ (SDP) that is the plane containing the shower axis and a point
representing the center of the telescope (see Figure 3.15). The normal vector 7 of the SDP can
be obtained with a signal-weighted x? fit using the pointing directions r; of the triggered PMTs:

X* = Z(ﬁ “ T w; (3.1)

where the weights w; are proportional to the signal amplitude x +/.5;.
In the second phase of geometry reconstruction, the timing information of the pixels are used for

68



3.5. EVENT RECONSTRUCTION CHAPTER 3.

30

25

20

elevation [deg]

15

P ol

=

1l SO R

L L 1 Fan
an 100

L L 1
110

R0 0T O O
120

P i )
130

140 150
azimuth [deg]

(a) (b)
Figure 3.15: 3.15(a): Illustration of the hybrid reconstruction concept. The shower-detector plane (SDP) and
the geometrical parameters relevant to reconstruction are shown; 3.15(b)The pattern of illuminated
pixels at the fluorescence camera.

reconstructing the shower axis within the SDP. Assuming instantaneous emission of light and
straight propagation with vacuum speed, the expected arrival time of light at pixel ¢ identified
by its elevation angle x; is given by:

; (3.2)

R T — X0 — Xi
ti =ty + “Ptan <M>
c
where R, is the distance of closest approach, ¢ is the time at which the shower front reaches the
distance I?, and xo is the angle between the shower axis and the horizontal. These parameters
are estimated from a best-fit to data points, by minimizing the sum of the squared differences

between measured and predicted times, averaged with their uncertainties:

Xtime = Z(tz - tmeaS)Q/UtQi (3:3)
7

This procedure is the one used for monocular FD. However the accuracy on the orientation of
the shower axis degrades when the measured angular speed dy/dt remains quite constant over
the observation time (i.e for short tracks or showers close to FD). In this case, the function
given in (3.2) degenerates to a line and the fit parameters become correlated, leading to large
uncertainties in the determination of shower geometry. A significant improvement in resolution
can be achieved with the hybrid reconstruction. In this case the shower’s footprint on ground
is known from at least one tank information. This can be used as additional data point for the
time fit. This improvement is shown in Figure 3.16(a), where the red ellipse encompasses the
results of the monocular reconstruction for a real event. Figure 3.16(b) shows the reconstructed
time fits with FD mono and hybrid procedure.
In Figure 3.17(a) and 3.17(b) the 3D view of a FD mono event (Auger event id=200434100694 -
SD id=1099363 - FD eye 4,run 683, event 10 - date 2004/12/07) and a hybrid event (Auger event
id=200513500999 - SD id=1364365 - FD eye 1, run 895, event 981 - date 2005/05/16) are shown.

An additional possibility to improve the geometry determination, offered by the current de-
tector layout, is the stereo mode: a subset of the available events is measured by two or more
FD eyes at the same time. In such cases, the SDP are determined separately for each single
FD eye and then the shower axis is found by the intersection of these SDPs, without the timing
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Figure 3.16: 3.16(a): FD monocular reconstruction uncertainty (red) versus hybrid uncertainty (blue) [178];
3.16(b) Functional form that correlates the time of arrival of the light at each pixel with the angle
between the pointing direction of that particular pixel and the horizontal line within the shower-
detector plane. FD data (color points) and SD data (squares) are superimposed to the monocular
(red line) and hybrid (blue line) reconstruction fits. The full square indicates the SD station with
the highest signal. This is a typical event in which the monocular reconstruction does not work well.

(a) (b)
Figure 3.17: The shower geometry in the SDP in the FD-mono scheme (Figure 3.17(a)) and in the FD-hybrid
scheme (Figure 3.17(b)).

information. The achieved resolution depends on the accuracy with which the single SDPs are
determined and on the intersection angle among the SDPs.
Profile Reconstruction and Energy determination

Once the geometry is known, the total energy of each event can be reconstructed by combining
the knowledge of detector response with monitor data describing the atmosphere properties.
The number Nf; of emitted fluorescence photons [179-181] is proportional to the energy released
by charged particles propagating through the atmosphere.

N = 48 X ¥y X, x A4 X Thy

NFADC = Qg X Nw
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where Y]?l is the efficiency of fluorescence light production, dependent on pressure, temperature
and humidity, A X; is the transversed atmospheric depth within a given observation time-window,
A the mirror effective area, T?,,, the coefficient that takes into account the atmospheric attenu-
ation (Rayleigh scattering and Mie scattering), r; is the distance of the shower track slice to the
telescope and Npapc and o, are the ADC counts and the detector calibration constants.
The attenuation of light during its propagation to the detector needs to be corrected. In addition
to fluorescence light, also the direct and scattered Cherenkov light hit the camera. The method
used to take into account the fraction of forward emitted and scattered Cherenkov light is de-
scribed in details in [182]. Moreover, due to the lateral extent of air showers, a small fraction of
shower light is not contained within the optimal light collection area. This is corrected by taking
into account the universal lateral fluorescence [183] and Cherenkov light [184] distributions.
The calorimetric energy, E., of a shower is given by the integral over the longitudinal energy
deposit profile,

dx
The determination of the total energy requires that the observed profile is extrapolated along

the entire shower path, beyond the boundaries of the telescope field of view. Therefore, a
Gaisser-Hillas function in slant depth X is fitted to the observed profile:

P = [ G (X)X (3.4)

Xmazxz—Xg
dE X — Xo A Xmaz=Xg
fan = (ﬁ)max (Xmax—Xo> e A (3.5)

where X4, is the position of the shower maximum, (dE/dX )ma, is the maximum energy de-
posit and A and X are two shape parameters. A ’calorimetric’ measurement of the primary
energy is then provided by the integral of the function given in Eq. 3.5.

An example of the reconstructed light at aperture and reconstructed longitudinal profile is shown
in Figure 3.18.
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Figure 3.18: 3.18(a): Reconstructed light at aperture. Different contributions to the light profile (fluorescence,
direct and scattered Cherenkov) are shown in different colors; 3.18(b): Reconstructed longitudinal
profile. The red line represents the Gaisser-Hillas fit to data.

2 and

The position of the shower maximum is determined with an uncertainty of about 20 g cm™
the energy is reconstructed with an accuracy of about 8% - 10%, improving with energy.

The overall uncertainty on the hybrid energy determination is about 22% and the several contri-
butions are discussed in details in [185]. The largest uncertainty ( ~14%) is given by the absolute
scale of the fluorescence yield [179]. The absolute calibration of the fluorescence telescope con-

tribute for about 9%. An additional uncertainty of about 5% is due to the measurement of
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atmospheric pressure, humidity and temperature and 4%-8% (depending on energy) is related
to the attenuation of the light [186]. Moreover, in the algorithm used to reconstruct the longitu-
dinal profile of the shower, an important aspect is the collection of light (including that due to
the full lateral width) in the focal plane of the telescope. Systematic uncertainties in these and
other steps of the reconstruction method contribute for about 10% to the total uncertainty in
the measured energy. Finally the invisible energy (neutrinos and high energy muons) correction
has a systematic uncertainty of 4%.
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Chapter 4

Detector upgrades to the Auger
Observatory: the AMIGA and

BATATA muon detectors

The Pierre Auger Observatory, now completed in its original design, has an energy threshold of
~ 3 x 108 eV for the surface events, and < 10'® eV for the fluorescence events; these energies
correspond to the middle of the ankle. Now the Pierre Auger Collaboration intends to extend
the energy range for high quality data from 0.1 to 3 EeV and determine the muon component
of showers. In fact in the region from 10'7 to 1019 eV the spectrum is reported to show two
further traits: a break, called the second-knee, and a broad feature known as the ankle. The
second-knee feature has been suggested to be a realization of the knee for the heaviest stable
elements as Fe.

The extensions to the existing setup plan the addition of three fluorescence telescopes with a
more elevated field of view (HEAT) and a nested surface array, with 750 and 433 m spacing
respectively, with additional muon detection capabilities (AMIGA). Such extension will allow
the complete inclusion of the ankle and the second knee inside the observation range of Auger.
Figure 4.1 show the energy range covered by Auger and the range that will cover with the new
extension.

At the energies of the upgrades, 1017 — 10! eV, there is a change in the origin, acceleration
and propagation regime of primary cosmic rays. As explained in Chapter 1, above the knee
the primary chemical composition becomes heavier which is consistent with supernova remnants
failing to accelerate lighter nuclei any further; up to energies ~ 107 eV the Galaxy is the source
of cosmic rays, while at higher energies the galactic acceleration become inefficient. Therefore,
it is expected that the cosmic ray flux detected between the second knee and the ankle of the
spectrum is a mixture of the Galactic and extragalactic components, highlighting the astro-
physical richness and complexity of the region. There are two main physical interpretations of
the ankle depending on where the transition from galactic to extragalactic sources takes place.
If it occurs at the second knee, then the ankle is reported to arise from the photo-production
of electron-positron pairs in interactions of extragalactic protons with the microwave cosmic
background radiation [191, 192]. On the other hand, if it occurs at the ankle, then the ankle
would arise from the different spectrum indexes of the galactic and extragalactic components
[193, 194]. Therefore several effects could contribute to this feature: the end of the Galactic
cosmic ray component, the pile-up from pair creation processes due to proton interactions with
the cosmic microwave background radiation during propagation in the intergalactic medium or
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a combination of both effects: the evolution of the spectrum through the second knee and ankle,
and corresponding predicted changes in composition, are crucial to the understanding of the end
of Galactic confinement and the effects of propagation on the lower energy portion of the extra-
galactic flux, that is related to the cosmological distribution of sources and to the composition
of the injected spectrum.
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Figure 4.1: Cosmic ray energy spectrum and its main features: knee (few PeV), second knee ( 0.5 EeV) and ankle
(EeV to few tens of EeV). The energy regions covered by Auger baseline design and that added by
the upgrades AMIGA and HEAT are shown [195].

Although several experiment like Akeno [187], Fly’s Eye [188], Yakutsk [189] and HiRes [190]
had observed the second knee in the vicinity of 4 x 107 eV , its physical interpretation is not
still clear. So, the upgrade are designed to operate in the energy region where the superpo-
sition of the Galactic and extragalactic spectra takes place. The two main requirements are
good energy resolution in order to settle the current discrepancies among different experiments
and primary type identification (statistical discrimination over this energy range will suffice)
since as mentioned above the transition from galactic (heavy elements) to extragalactic (light
elements) sources is directly linked to primary composition. This is a theoretically challenging
region where the smooth matching of the two rapidly varying spectra has yet to be explained.
The shape of the spectrum is by far insufficient to decipher the underlying astrophysical model,
thus variation of the composition as a function of energy turns then into the key to discriminate
both fluxes and to select among a variety of theoretical options [195]. So, the determination of
the composition and its energy dependence inside the transition region is a primordial objective
of these upgrades.

AMIGA, covering a larger detection area than all other experiments will be able to gather a set
of this low energy events in a short period of time. Such an extension would allow:

- to make a reliable measurement with low reconstruction uncertainty of the energy spectrum
from the second knee to the ankle;

- to make more accurate anisotropy measurements at lower energies avoiding the many
spurious effects like the temperature dependence of the event rate and the composition
dependent efficiency;

- to bridge with a sizeable overlap the data between KASCADE-Grande and Auger, thus
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increasing the reliability of the results obtained.

4.1 The AMIGA array

AMIGA is the acronym of Auger Muons and Infill for the Ground Array. AMIGA covers a small
area of the surface array and was designed to study, with a higher resolution, cosmic rays in
the energy region 10'7 eV - 10! eV. The AMIGA array (~ 25 km?) is located 6 km away from
the fluorescence detector at Coihueco and consists on the addition of 85 new stations. Each
station will be composed of a water-Cherenkov surface detector and a 30 m? muon detector
buried about 2.25 m underground. AMIGA will work in hybrid mode both with the FD and the
HEAT telescopes.

In order to assess the impact of such upgrade, extensive simulations have addressed, the depen-
dence of the resolution for different shower parameters (arrival direction, core position, lateral
distribution of shower particles, energy, etc.) on detector spacing, for different primary energies,
composition, and zenith angles. The results from such simulations demonstrated that to reach
the above mentioned energy range with unitary efficiency, a graded infill is required, i.e, an array
with a 750 m-grid and, in an even smaller area, an infill of this infill, with a spacing of 433 m
between SDs as shown in Fig. 4.2(a). The first array covers an area of 23.5 km? with 61 pairs

EAS

Regular Auger water
*  Cerenkov tank

2-3m

_——
Muon
counter

ground

(a) (b)

Figure 4.2: 4.2(a): The Graded Infill Array of the Southern Auger Observatory. The bigger hexagon highlights
the 750 m spaced SDs (green spots). The next smaller hexagon highlights the denser 433 m spaced
SDs (red spots). The blue spots indicate the SDs that are part of the Auger original array; 4.2(b):
Scheme of a tank-muon station.

of SD tanks and muon counters arranged in a triangular grid. It will become fully efficient at
E > 3.5 x 10'7 eV. The second array covers an area of 5.9 km?2. It will reach its full efficiency
at £ > 107 eV.

From Fig. 4.3 we can observe that a separation of 750 m between detectors guarantees a detec-
tion efficiency of 95% for proton showers with an energy of 3.6 x 10'7 eV, and for iron with an
energy of 1.8 x 10'7 eV. Instead, with the denser infill a similar acceptance can be obtained for
showers of as low as 9 x 10%6 eV for proton primaries and 4 x 106 eV for iron [196].
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Figure 4.3: Relative acceptance for proton and iron in different infill configuration.

The muon counters of both arrays will be buried located at a given horizontal displacement
from the SD tank (see Fig. 4.2(b)) in order to avoid shadowing effects from it while maintaining
a uniform shielding. However, the muon detector displacement will be small enough in order to
share the same physical point at the shower front, the GPS time signal and telecommunication
system provided by the SD tank. At present a smaller prototype was installed.

4.1.1 The Infill capabilities

This infill array uses the same technology of Auger SDs and benefits from the existing knowledge
and infrastructure at the site. The AMIGA infill will allow the trigger of a higher number of
SD tanks for the lower energy EAS than the original 1500 m array. In particular, the 750
m array will act as the superposition of 3 Auger grids allowing the study of fluctuations and
reconstruction errors of the Auger grid. According to [197] the spectral index of the differential
flux of cosmic rays at the target energy range of AMIGA is -2.84. The differential cosmic ray

flux d¢/dE can be thus expressed as

d B\ L
E% =30.9 (EeV) km2yrtsr—1 (4.1)

From equation 4.1, the number of expected events with energy above Fy and a zenith angle
below 0,4, = 60° in one year for a detector of area A is given by:

B A t Ey -84
N=195- {mmz] H [wev] (42)

yielding about 4300 events for the 750 m array, considering Ey = 3.5 x 10'7 eV, and about
10800 events for the 433 m array if an energy of Ey = 107 eV is considered. So, an infill with
an effective area of ~ 20 km? (for well-contained events), which would comprise a total of 64
SDs separated by 750 m, could accumulate a statistically significant number of events with a
relatively small effort: only 44 detectors beyond the regular Auger array would be required,
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which amounts to less than 3% of the full Auger Observatory [196].

To determine the angular resolution we define the angle © as the relative angle between the real
(Ryeq) and reconstructed (Ryee) direction, from which cos(©) =(Ryear) - (Rrec). Such quantity
is represented in Fig. 4.4 as a function of the detector spacing and for different shower energies
at 68% confidence level. On the left we show the results for iron initiated showers, while on the
right the results for proton showers. We can see that, for both iron and proton showers with
energy 10'® eV, the 750 m (433 m) yields an angular resolution close to 1° (0.5°) which means an
improvement of a factor 2 with respect to the actual angular resolution achieved by the Auger
grid [196]. Comparing these results with other experiments, Akeno achieves a pointing accuracy
of 3° [198], while, at 10'7 eV, Kascade—Grande [199] is expected to have an angular resolution
of 0.3° and IceTop [200] claims an accuracy of 0.6° (in this energy region the 433 m-infill will
have an angular resolution smaller than 0.7°).
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Figure 4.4: AMIGA angular resolution as a function of the detector spacing and the primary type and energy.
Detector spacings of 433 m, 750 m, 866 m and 1500 m on the Auger grid were considered. On the left
side are displayed the results for iron showers and on the right side for proton showers with 6 = 30°.

Another important parameter of the reconstruction process is the core position, that is calcu-
lated, as a first estimate, by the barycenter of the 3 stations which present the highest signal.
The expected uncertainty for the reconstruction method depends on the array configuration and
was estimated by the expression [196]:

ACore = \/(wrec - wreal)2 + (yrec - yreal)2 (43)

where x,¢. and y,.. are the shower core coordinates obtained by the reconstruction process, and
Treaql aNd Yreqr are the real shower core coordinates on the array plane of the simulated showers.
Since the lateral distribution function decreases rapidly with distance, the presence of stations
near the core plays a fundamental role in its position determination, and, since both AMIGA
arrays present a smaller spacing than the Auger grid, more tanks will be triggered thus achieving
a better resolution. As shown in Fig. 4.5 the core position reconstruction uncertainty for the
433 m-infill yields a value of ~15 m and it is rather insensitive both to the primary composition
and energy. Regarding the 750 m-infill it is seen that the core position resolution improves by a
factor of ~4, with a slight dependence on the primaries energy, with respect to Auger. This will
have an important impact on the reconstruction, giving a better angular and energy resolution.

7



4.1. THE AMIGA ARRAY CHAPTER 4.

LU 316 EeV 200 FeEy .
177 EeV 177 EeV »
4 » 100 EeV—y—
A 056 EeV -4
150 032 EeV -
/’/ / /
¢ 100 : 5 2 100 "
g 9 v
m
50 = j/ =
. rL=
—
0
0.4 0.6 0.8 1 1.2 1.4 1.6 0.4 0.6 0.8 1 1.2 1.4 1.6

Detectors Separation [km] Detectors Separation [km]
Figure 4.5: AMIGA core position resolution as a function of the detector spacing and the primary type and energy.

The same detector spacings as in figure 4.4 were considered. On the left side are displayed the results
for iron showers and at the right side are displayed the proton showers for 6 = 30°.

Finally the LDF parametrization chosen for the reconstruction is:

LDF(r) = S(ro) ( (4.4)

To

- ) —B+vlog(r/ro)

Auger uses for rg a value of 1000 m, but in the case of AMIGA that want to reach lower
energies with a smaller detector spacing, the best parameter is instead S(600), i.e., the time
integrated signal expected in a detector at 600 m from the shower core. Figure 4.6 shows the
ratio og(g00)/S5(600), where ooy is the dispersion of the reconstructed S(600) distribution, as
a function of energy for iron and proton shower injected in the 750 m-infill. In this configuration
the accuracy of the new energy parameter S(600) for £ = 10'8 eV is ~ 10% for iron primaries
whereas for protons this value is about 13% [196].
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Figure 4.6: Relative dispersion on S(600) defined as os(s00y/S(600) for iron (triangles) and proton (circles) as
function of input energy for 750 m spacing and for § = 30°.
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4.1.2 The Muon Counters

The muon detector acts only as a muon counter, i.e. as a detector providing a signal whenever
it is crossed by a muon. The detector segmentation will reduce the pile-up effect. For each
segment and in a given time bin, only the presence or not of a muon will be recorded.

Each muon detector is made by three modules lodged in a PVC casing. Each module is highly
segmented into 64 plastic scintillator strips (density of 1.060 g/cm?®). Each strip is 400 cm long,
4.1 cm wide and 1.0 cm thick, made of extruded polystyrene doped with fluor and co-extruded
with a TiO2 reflecting coating. The 64 strips are placed in two groups of 32 at each side of a
central dome where the electronics is lodged and each strip is placed next to another without any
gap between them. A wave-length shifter (WLS) optical fiber crosses a groove on the top side
and, at one extremity it is connected to a 64 channel multi anode Hamamatsu H8804-200MOD
photomultiplier tube (PMT) for the signal readout [203]. Therefore a muon counter will be com-
posed of three of these modules buried alongside a water Cherenkov tank, i.e. 192 independent
channels. In Fig. 4.7 the detector assembly and a diagram of a scintillator module are shown.

Electronics
dome

U Section
bars

Semtillator Strips

(c)

Figure 4.7: 4.7(a),4.7(b): The assembly of the muon counter.4.7(c): A scheme of a scintillator module.
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Figure 4.8: A simple scheme of electronic.

When EAS muons hit a segmented muon detector there is the possibility that more than one
muon crosses the same segment. The pile-up effect occurs whenever two or more muons cross
the same segment within the same time interval. When this happens, the number of counted
muons is under-estimated. Thus a detector constituted by a high number of segments is the way
to overcome this problem. With this segmentation a pile-up uncertainty can be estimated for
the closest counter to the core which is at a mean distance of 230 m for a 750 m grid assuming
a 25 ns electronics: for 90 muons (as expected for # = 30° and 1.0 EeV iron shower at 200 m
from the core arriving in the first 25 ns bin) the uncertainty is just increased by 15% on top of
the Poisson fluctuations [204].

To test the baseline design, an engineering array also called Unitary Cell (UC) was built at 7 of
the 61 surface detector stations locations in the 750 m infill array, forming an hexagon around
the ”"Los Piojos” central SD. In order to assess the effects of muon pile-up near the core of a
shower each muon counter of the UC is composed by 4 modules 200 cm long to have 256 inde-
pendent channels. Each muon counter of the UC will be buried at 2.25 m deep [205].

AMIGA electronics will have both an underground and a surface section powered by solar
panels which provide a total of 20W, 24V DC supply to the buried muon counter on each SD
pair. A simple scheme of the electronics is shown in Fig. 4.8. Each PMT is connected with a set
of printed circuit boards (PCBs) that allow to filter and amplify the PMT pulse. The output
is sampled and transformed in digital data by a Field Programmable Gate Array (FPGA). The
discrimination level can be controlled independently for each of the 64 channels using 8 units
of 8-channel programmable 12 bit digital-to-analog converters which are driven by the FPGA.
After laboratory experiments, the threshold was set at ~ 30% of the pixel mean single photo
electron (SPE) amplitude (~ 15 mV after amplification). After discrimination, for each a tank
trigger signal, the output of each strip will be 0 or 1. A circular buffer allows to store this output
and to sent it to the surface electronics. Here another data handling FPGA sends the received
data to a microcomputer, which upon a request from the central data acquisition system at the
Auger Campus, transmits both tank and muon counter data by radio link.

AMIGA will communicate using an 802.11 standard wireless network, widely known as WiFi,
taking advantage of the low cost and wide availability of this technology. As a plus, the high
communication bandwidth will allow for the recollection of high amount of data at the early
stages of the experiment.

PMTs will be tested in a dark box built in the AMIGA laboratory at CAC before transportation
to the Auger Observatory. The relevant parameters to be checked for each PMT are: relative
quantum efficiency, gain uniformity between pixels, crosstalk, overall dark-rate (sum of 64 chan-
nels) and the SPE mean amplitude.
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4.1.3 Status and firsts results from AMIGA
Infill

On September 2011 the 61 surface stations planned for the 750 m infill have been deployed.
For the smaller 433 m grid 24 new detectors will be installed in the next months. Data taking
with the AMIGA detector has now started with the SD 750 m infilled area. Here are presented
some preliminary results for the events with zenith angle 8 < 60°. Integrating the instantaneous
effective infill aperture over the time when the detector was stable, the exposure between August
2008 and September 2011 amounts to 35.7 km? sr yr. The trigger requirement is that each event
is well constrained within the infill, i.e. with the six SDs of the hexagon enclosing the highest
signal SD in its center active.

Figure 4.9(a) shows the distribution of the differences between angles of arrival directions with
and without the infill measurement. A large fraction (68%) of the events turns out to be within
1.4° [201]. This means that there is a good compatibility between the two arrays, and it is mostly
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Figure 4.9: 4.9(a)Reconstruction of arrival direction with and without infill SDs. ¢ represents the difference
between angles of arrival of the reconstructed shower with minus without the infill measurements;
4.9(b),4.9(c): The same event reconstructed with the infill (left) and the regular (right) array. Solid
and open circles are triggered and non-triggered station respectively

related to the uncertainty of the Auger regular reconstruction due to the expected better infill
accuracy being a denser array. An other check on the compatibility between the regular and
the AMIGA arrays is the LDF reconstruction. As an example the LDF of a well-contained infill
event of 2.7 x 10'® eV impinging with zenith angle of 27° is shown in Figure 4.9(b). The same
event reconstructed using stations from the regular array alone is illustrated in Figure 4.9(b).
Both reconstructions are compatible [206].

Another result concerns the study of the preliminary energy calibration performed from the
analysis on the events simultaneously detected by the infill and the FD. The infill and regular
array calibrations are both extracted from FD energy measurements, but we have to remember
that the results have to be optimized for different energy ranges. Moreover infill signals are
more attenuated with zenith angle, and the infill shower ground parameter is taken at 600 m
instead of 1000 m. In figure 4.10(a) is shown the correlation between the constant intensity
cut corrected shower ground parameter Sgoo(38°) and the FD assigned energy fitted with an
exponential function [201].

Finally Figure 4.10(b) represents a very preliminary energy spectrum [202]. The infill is fully
efficient at log(E/eV) ~ 17.5.

81



4.1. THE AMIGA ARRAY CHAPTER 4.

E[eV]
paoll 1% pag® 1Y pae® L 100 paof
184F - E .
F < SE e
= 182F W b
2 % s -
w 1B =1 E
E: e
g 78E ENU
£ ¥ 05F ¢ ;
= 176F F i
=2 [ 0 £ { % 0o
174 E &
: 051 % 02
1720 E l
S S VN LSRN S S SER M1 1= P PP B AN PE A LS ‘Q\Q‘O‘W‘I‘
1 1.2 14 1.6 1.8 17.5 18 18.5 19 19.5 20 20.5
log,,(S(600 387 VEM]) log, (E/eV)
(a) (b)

Figure 4.10: 4.10(a): Correlation between Seo0(38°) and the FD energy; 4.10(b)A preliminary energy spectrum
obtained by the first infill events.

Muon counters

The muon detector is currently in its prototype phase, named the Unitary Cell (UC). At present,
three 10 m? detectors have been deployed in the positions shown in Figure 4.11 with prototype
electronics sampling every 12.5 ns (80 MHz). At the hexagon centre, an additional 5 m? module
was also installed. The analysis of the events is on-going.

(a) (b)

Figure 4.11: 4.11(a): Surface infill SD station with its associated muon counter already buried. Once instru-
mented, the access pipe is filled with bags containing soil from the installation site. 4.11(b): Photo-
montage to depict the detector concept: any impinging muon with energy > 1 GeV propagates in
the soil and is capable of reaching the buried scintillator.
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4.2 BATATA

4.2.1 The detector setup

As a prototype of the AMIGA muon counters an additional detector was constructed: BATATA.
Its main objective is to quantify the electromagnetic contamination and measure the ratio be-
tween muonic and electromagnetic component coming from cosmic ray showers as a function of
undergroung depth. The detector has to be installed at the center of the AMIGA array and
EAS of around 10 PeV are selected with a small triangular array of 200 m side composed by 342
Auger surface Cherenkov stations. A schematic view of the tracking hodoscope and its working
principle are shown in fig 4.12.

/Shower axis
Auvger tank

—

Vi E- Wi

(a) (b)
Figure 4.12: 4.12(a): Auger-like tanks on surface and buried plastic scintillators of the hodoscope and its working
principle. 4.12(b): A photo of the BATATA location.

The detector is composed by three horizontal dual-layer scintillator planes buried at different
depths. Each layer in a plane consist of 49 rectangular strips 2 m long, 4 cm wide and 1 cm thick.
The two layers of a plane are rotated by 90° in order to produce an effective x-y plane with 4.1
cm x 4 cm pixels covering an area of 4 m?. The scintillators are MINOS extruded polystyrene
strips with one embedded Bicron BC92 fiber of 1.5 mm diameter. The scintillator light coming
from each layer is collected by a 64 pixel photo-multiplier tube H7546B. The front-end(FE)
electronics works in counting mode and signals are transmitted to the surface DAQ stage using
low-voltage differential signaling (LVDS). Each x-y plane is fitted inside an individual casing
made of fiber glass. It was designed to be water- and light-tight and to withstand handling
during shipping and burying. Two caps allow the access to the corresponding front-end boards
and optical couplings between PMTs and optical fiber cookies. The caps can be dismounted for
inspection and servicing. Moreover the casing and sealing are versatile enough to allow addition
of new components and cabling not specifically foreseen in the original design. Figures 4.13 and
4.13(b) shows a scheme of one x-y plane inside the casing and the detector lateral view.

The power consumption of BATATA is < 200 W. This power is supplied by an array of 20
solar panels with their corresponding batteries, ensuring continuous operation even during low
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Figure 4.13: : Schematic view of the layout of scintillators, optical fibers, PMTs and front-end electronics inside
the casing for any one of the three hodoscope planes; 4.13(b): Schematic lateral view of the detector
layout.

insolation winter months.
In July 2011, one of the three planes, the deepest, was installed.

4.2.2 The Scintillator

Solid scintillators have been used extensively in many particle physics detectors and in particular
these have frequently been the active detectors of choice for sampling calorimeters. Some features
are required in the choice of the scintillator:

- Good energy resolution: the light output must be sufficient so that the detection efficiency
for muons crossing a strip is greater than 90%;

- Uniformity: in order to ensure that it is possible to correct for position dependence of
showering events, the light output of the scintillator strips should vary by no more than
30% with respect to a nominal response at that location (after correcting for attenuation
in the WLS fiber);

- Attenuation: the light observed from the near and far side of a strip should differ by no
more than a factor of 5;

- Fast timing: scintillation detectors have the intrinsic property of permitting nanosecond
timing;

- Flexibility in readout;

- Simple and robust construction: assembly of solid scintillator strips into detector modules
requires little hardware and experience;

- Long-term stability: the light output of the scintillator system should have long term
stability with an expected decay time of at least 10 years;

- Low maintenance: we expect the system to be quite robust and to require little mainte-
nance;
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- Reliability: there are no catastrophic failure modes for solid scintillator which cannot be
externally repaired. A possible long term decrease in light output can be corrected using
calibration data. Because there is little to go wrong, the detector is likely to achieve its
intrinsic measurement capabilities.

The scintillator strips are MINOS type [207]. They are made of polystyrene, doped with the
fluors PPO(1%) and POPOP(0.030%). This compound is melted and extruded in the shape of
a rectangular bar with a narrow groove along the center of one of the wide sides, as shown in
Fig. 4.14. The groove depth is sufficient to contain a 1.5 mm diameter wavelength shifting fiber.
A thin outer layer of 702 (0.25 mm) surrounds the entire scintillator bar except for a small
region near the groove and the lateral extremes, in order to prevents the light from escaping and
increases the capture probability by the optical fiber. Each scintillator strip is 4.1 cm wide, 1
cm thick, and 2 m long.

/
L— POLYSTYRENE
SCINTILLATOR

Figure 4.14: Schematic view of a scintillator strip with groove and reflective coating.

4.2.3 The WLS Fiber

To guarantee an acceptable light output, optical fibers produced by Bicron and Kuraray were
tested in laboratory [208]. The final choice was for the Bicron BC92 wavelength shifting (WLS)
fibers. When a charged particle goes through the scintillator bar, a fraction of the produced
light is collected by the optical fiber and re-emitted at a different wavelength. Each one of the
BATATA’s x or y layers needs at least 141.4 m of optical fiber, therefore the overall detector’s
optical fiber requirement is 848.4 m.

The coupling of the fibers to the PMT requires a fine polishing of the surface that touches the
glass on top of the photocathode. For this purpose the use of a razor blade knife provides an
efficient cut, although a lot of care is needed to avoid cladding chiping . After the cutting a
fine polishing is required to assure a flat and perpendicular tip with respect to fiber axis. This
step is very important because a slant or dirty tip can never be well coupled to the PMT photo-
cathode resulting in considerably light loss. Therefore the surface of the fiber is refined using
subsequently a 2000-grit, 3 pm and finally a 0.3 p sandpaper. Figure 4.15 shows the fiber tips
after each step [209].

Several tests were performed on the optical fibers.

Its spectrum was measured by using a spectrometer and a blue LED. Figure 4.16 shows the
results. The spectrum of the LED has a maximum at around 475 nm which slightly depends on
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(a) (b) (c) (d)
Figure 4.15: Front view of a fiber obtained from an electronic microscope for different polishing steps: 4.15(a):
after cutting; 4.15(b): after polishing with 2000-grit sandpaper; 4.15(c): after polishing with 3 pm
sandpaper; 4.15(d): after polishing with 0.3 pm sandpaper.

the voltage used. As expected the light emitted by the fiber after injecting the light of the LED
is shifted from blue towards the green (510 nm approximately) [210].

The attenuation length of the fibers was measured using a moving LED with a hole specially
drilled in order to let the testing fiber move in it. A fiber of 380 cm long was fixed by its extremes
inside a black box of 4 m long and one of the extremes was put in contact with a phototransistor
optically coupled with optical grease. The attenuation lenght was extracted from a fit to the
measured phototransistor voltage as a function of the LED position over the fiber (which, in
turns, is proportional to the amount of light transmitted). To fit the curve it was used a double

exponential function [210]
Ay(z) = ae™/™ 4 (1 — a)e /2 (4.5)

The obtained values are ~ 40 cm and ~ 600 cm for short (A1) and long (A2) attenuation length
respectively. The amount of light absorbed within \; is a &~ 30%.

The light collection in the PMTs strongly depends on the care taken in the manipulation and
cleaning of the optical fibers and grooves of the strips and on the uniformity with which the
glue is distributed along the groove. A clean room was arranged in order to keep the fibers and
the strips free of dirt. The fibers and bars are washed with peroxide by using a medical gauze;
then the glue is poured very carefully by using a syringe filling the empty space left by the fiber
in the groove. This process is done slow enough and pouring continuously the glue in order to
prevent air bubbles formation which again can affect the light collection. Finally, the extreme
which does not go onto the PMT pixel is painted with white paint to increase the amount of
light that reaches the PMT.
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Figure 4.16: Blue LED spectrum (solid black line) shifted towards green by the WLS fiber (open gray circles).
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4.2.4 Electronics and trigger

The scintillator light coming from each layer is collected by multi-anode PMTs of 64 pixels
(H7546B). The electronics works in counting mode and signals are transmitted to the surface
DAQ stage using low-voltage differential signaling (LVDS). A logical signal is produced only
when the height of the analog pulses are greater than a given threshold and the thresholds
for each channel can be adjusted independently in real time. Any strip signal above threshold
opens a GPS-tagged 2 us data collection window. Data, including signal and background, are
acquired by a system of FPGA Spartan boards and a TS7800 single board computer. The code
controlling the data flux at the FPGA level was written in VHDL (VHSIC -Very High Speed
Integrated Circuits-hardware description language). The front end boards are 12.3” x 9.3” and
comprise 64 channels, but at present only 49 of them are used. The multi-anode PMT and its
high-voltage supply are located on the board. Each channel contains:

- an amplification stage which uses an AD8009 operated at amplification factor ~ 6;

a discrimination stage, which uses a MAX9201 high-speed, low power, quad comparator
with fast propagation delay (7ns typ at 5mV overdrive) connected in bipolar mode;

- a digital-to-analog converter TLC7226C to independently setup the discrimination voltage
of each channel;

a high-speed differential line driver SN55LVDS31 to transform the discriminator output
into a differential signal.

The detector has six of such boards enclosed and buried in the same casing as the scintillator
planes. It has be experimentally determined that, under the most unfavorable conditions, the
equilibrium temperature at the surface of the board never exceeds 40°C, which is well within
the working range of the electronic components.

A schematic view of the electronic board corresponding to a single layer is shown in Fig. 4.17
where its main components are indicated. When a shower events reach the detector it can trigger
at least tens of channels in a time scale of a microsecond, that is a rate much higher than the
~kHz background of the detector due to low energy cosmic rays and natural radioactivity. So,
to detect an EAS event a simple trigger scheme is implemented at the FPGA level. In order
to ensure the stability of the trigger rate, background events are also recorded at fixed time
intervals during each run and are used to re-calibrate the discriminator thresholds at the end of
each run [212].

Moreover to limit the data acquisition in a defined energy range and distance between shower
axis and detector, BATATA will be combined with a triangular array of water cerenkov detectors
on the surface. The surface detectors will be 200 m apart from each other in order to produce a
GPStagged threefold coincidence signal for quasi-vertical showers in the vicinity of 10 PeV. The
separation of the background from the signal coming from showers will be performed offline.

4.2.5 PMT, strip and front-end characterization

Regarding the PMTs, BATATA uses Hamamatsu multianode photomultipliers H7546B tubes
[213]. The main features of these devices are:

- 8x8 multianode with 2 mm X 2 mm anode size;

- effective area of 18.1 mm x 18.1 mm;
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Figure 4.17: 4.17(a): Front-end channel diagram: excepting the amplifier, each device controls 4-channels. There-
fore in one FE board there are 16 of such components and 64 amplifiers. 4.17(b): General view of
the front-end board with the multi-anode PMT.

- high speed response;
- low cross-talk (2% typical);
- high cathode sensitivity.

To find the optimal operational voltage for the PMTs, the single photo-electron (SPE) spectrum
as a function of the supplied voltage was checked with a controlled LED pulse . 50,000 output
pulses for each supplied PMT voltage ranging from 825 V to 950 V were recorded. Finally
the selected operational voltage was 950 V. Figure 4.18 shows the gain curve obtained and the
pulse charge distribution for the final chosen voltage. The Gaussian peak around zero in the
figure is the charge distribution of the baseline, while the shoulder peak on its right is the single
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Figure 4.18: 4.18(a): PMT gain as a function of supplied voltage. 4.18(b): Single photo-electron spectra for 950V
supplied PMT voltage with its fit result superimposed.
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photo-electron charge distribution. The charge histogram were fit with [214]

Ntot Mtot

S 3 P(lNye) x P(mine) x N(q = qkags ™) (4.6)

where P(n|Nppe) is the Poisson probability of having n photo-electrons pulled out from the
photo-cathode if the mean is Nppe; P(m|ne) is the Poisson probability of emitting m secondary
electrons from the first dynode if the efficiency is ¢; N(q — Dpeak o™) represents the contribution
of each one of the m electrons after being multiplicated by the consecutive dynodes. The last
term is a Gaussian whose peak position is Dpeak and whose dispersion is ¢™. Using this equation
we found the single photo peak position for each PMT voltage and from the q;gjkl
extracted.

The typical anode response variations, specified by the manufacturer over the whole PMT pixel
grid, ranges from 5% to 30% approximately, being the pixels on the edge the most sensitive.
The anode uniformity has been checked over 8 pixels illuminating them with the same strip in
order to avoid strip-to-strip intrinsic fluctuations. The results are shown in Fig. 4.19. It can
be seen that, in completely agreement with factory specifications, the pixels on the edge are the
most sensitive and non-uniformities can reach ~ 30% in the center of the grid.

o . .

Figure 4.19: PMT relative pixel uniformity: non-uniformity can be as high as 30% in the center of the PMT pixel
grid.

the gain G is

Pix 64

Cross talk features have several implications on detector efficiency and therefore must be very
well known and characterized, in fact trigger as well as physics analysis strategies depend on a
good understanding of cross talk. To find the BATATA cross talk, the scintillator light of a strip
was injected in a single PMT pixel recording the output from that pixel and two neighbouring
pixels. The measurements were performed at 160 cm away from the PMT. We are specially
interested here in the pulse height distribution of the muon signals because the BATATA first
level trigger (FLT) works on amplitude signals, not on charge signals. The results obtained can
be seen in Fig. 4.20 [215] where the pulse height probability distribution of the three measured
pixels (4.20(a)) and the cross talk matrix (4.20(b)) are shown. The results are summarized in
Table 4.1 for 15 mV and 20 mV discrimination threshold. For example, for a threshold of 15
mV ~6% of the muonic signals will be lost (i.e., the efficiency will be reduced to 94%) and 95%
of the fake cross talk signals in one adjacent pixel will be avoided.

To test the scintillator strip it was measured the number of photo-electrons pulled out from the
photo-cathode when scintillation light is produced by muons depositing energy in the strips at
varying distances from the PMT. A coincidence signal in detectors P1 and P2, located X cen-
timeters away from the PMT, triggers the readout system (see scheme in Fig. 4.21 ) Complete
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Figure 4.20: Cross talk features. Input signal was injected only in pixel 1 while output was recorded also in its
adjacent pixels 2 and 9; 4.20(a): Pulse height probability distribution; 4.20(b): cross talk matrix at

160 cm with a FLT threshold of 15 mV (NB: the value for pixel 1 is considered as the corresponding
efficiency).

Table 4.1: Efficiency (pixel 1) and cross talk (pixel 2 and 9) for two different discrimination threshold.

‘ Pixel | Prob(h > hy,) ‘
hthr =15 mV hthr = 20 mV
1 ~94% ~83%
2 <1% <1%
9 ~5% <2%

Figure 4.21: Top: experimental setup to record real muon signal at a given X distance from the PMT. A coinci-
dence between detectors P1 and P2 triggers the data acquisition. Bottom: strips, fibers and DAQ
rack used in the test.

waveform pulses were stored in the PC through a Tektronix TDS3014B oscilloscope using a
NI-GPIB interface. Additionally signals were sent to a CAMAC CMCO080 module to measure
their charges. The interface towards the PC was a CC32 Wiener crate controller.

Figure 4.22 shows some waveform pulses obtained 160 cm away from the PMT. We can note that
the multiple peaks seen in a single signal are randomly distributed in amplitude, i.e., first peaks
could be either the lowest. Moreover individual peaks in the signals are very sharply lasting for
no more 10 ns [215].
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Figure 4.22: Typical pulses at 160 cm from the PMT.

On the other hand, it was studied the longitudinal response of the assembled strips. This mea-
surement is very important because the hodoscope will read out signals from one edge of the
scintillator strips, so we have to characterize the typical non-unifromity along the longest side of
the strips. The shortest and farthest distances were 180 and 380 cm (it is worth to note that both
lengths are in the long attenuation regime of the WLS fiber). It is found that the scintillator
light at 380 cm produces, in average, around five photo-electrons in the PMT, while the light
at 180 cm produces a number close to 7 phe (Fig. 4.23(a) shows this result ). This attenuation
of 25% between extreme edges of the strips depends mainly on 2 factors: the reflection that
can be achieved at the edges of the strip (where there is no 70y coating and the fiber tips and
scintillator strip ends are covered by a white paint), and the extra fiber length needed to join
the strip end with the PMT (which is linked to strip position in the x-y plane). The charge
distribution spectra for background muons crossing eight strips at 185 cm away from the PMT
are shown in Fig. 4.23(b) where the histograms are normalized to the less efficient PMT pixel
(i.e. pixel 19 close to the center of the pixel matrix). The measured average amplitude of the
muon pulses was 35 mV and the half time and total width were ~6.5 and 40 ns, respectively.
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Figure 4.23: 4.23(a): Mean values of the photo-electron spectra per strip. 4.23(b): Charge distribution spectra
at 185cm from the PMT.
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o
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Finally each stage of the FE board has been tested with controlled square pulses of 50 mV
height and ~ 10 ns width, injected at a frequency of 1 kHz. The average pulse shapes at each
stage (amplification and differentiation) are shown in Fig. 4.24(a) On the other hand the rates
of all 64 channels were studied as a function of the FE discriminator threshold voltage. As an
example,the output rates of 16 channels are shown in Fig. 4.24(b) where the corresponding
offsets were taken into account.
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Figure 4.24: Front-end characterization:4.24(a) the amplification and differentiation stages; 4.24(b): the FE rates
of 16 different channels with controlled square pulses.

It should be noticed that the above rates were measured imposing a gain of one at the ampli-
fication stage. As it can be observed, there is a channel-to-channel difference of around 10 mV
arising from the offset between the two comparator input terminals (indicated as IN+ and IN-
in 4.17(a)), needed to obtain a TTL logic at the discriminator output [216].

4.2.6 BATATA & AMIGA soil study

The punch through as a function of depth is strongly correlated with the chemical composition
of the soil in which the detector is buried. Therefore, it is extremely important to know how
representative the soil above the BATATA planes is of the soil above the other muon counters
of the AMIGA array that are located at several km of distance from the former. In order to be
able to answer this basic question, a minerological, geochemical and grain size characterization
of the whole AMIGA area and, particularly, of the BATATA site was performed. 24 sediment
samples were studied, deposited in the alluvial plain of Cuenca Amarilla in Malargiie, considered
as representative of the sediments of all the studied area, although slight changes in grain size are
expected. Several tests were performed: density measurements, grain size analysis, grain shape
characterization, major elements geochemistry by X-ray fluorescence, mineral composition by
X-ray diffraction [217].

Chemically, the sand are very homogeneous upto a few meters of depth, showing high contents
in silica (58.80 wt. % SiOz), aluminum (15.39 wt. % AlxOg3), iron (6.40 wt. % FeaOs(7y) and
calcium (5.82 wt. % CaO). The average composition of sand approaches the composition of
granite.

The average measured density is 1.7 g/cm? for sands and 2.1 g/cm? for gravels. In water
saturation conditions, the density rises up to 25 % in sandy sediments. The calculated effective
porosity for the sand is ~34 %, and about 25 % for gravels.

The average atomic number 7 and weight A of the sediments, stoichiometrically deduced from
the average major element composition, are 10.04 and 20.25 respectively.
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Chapter 5

Simulation studies with the
BATATA device

The aim of this work is to evaluate, through simulation, the performance of the BATATA muon
detector. We performed an end-to-end simulation of such device with the aim of evaluating its
muon-background discrimination capabilities. Although this constitutes its main goal, BATATA
naturally offers also the possibility of measuring the arrival direction of muons, including those
coming from low-energy showers (’background muons’). Such measurements are indeed intere-
sting, not only for calibration or alignment studies, but also for anisotropy studies, i.e. searches
of muon excesses in the sky, and comparison of angular distribution with those predicted by
current hadronic models. For this additional goal, the knowledge of the angular reconstruction
accuracy is a primary need.

The simulation framework is based on CORSIKA and Geant4. CORSIKA was used to perform
a detailed simulation of the particle cascade development in the atmosphere up to the ground
level. At this stage information about the shower particles (particle type, energy, momentum and
number of secondary particles generated for a given energy threshold), the zenithal and azimuthal
angle and the shower core position are available. In the following step, the shower particles have
to be first resampled to take into account the thinning procedure applied in the shower simulation
phase and then injected into a detector layout. These steps have been implemented in modules
fully integrated in the official Auger Offline tool used for event simulation and reconstruction.
The tracking stage and interaction with the detector is done with the Geant4 Toolkit, which is
encapsulated inside the main Offline framework. Finally, the produced data, containing the hits
in the detector, PMT traces, etc, have to be treated to reconstruct the physical information.

5.1 Simulation Framework

5.1.1 Shower Simulation with CORSIKA

Analyzing experimental data on Extensive Air Showers (EAS) or planning corresponding ex-
periments requires a detailed theoretical modelling of the cascade which develops when a high
energy primary particle enters the atmosphere. This can only be achieved by detailed Monte
Carlo calculations taking into account all knowledge of high energy strong and electromagnetic
interactions.

CORSIKA (COsmic Ray SImulations for KAscade) [218] is a detailed Monte Carlo program to
study the evolution of EAS in the atmosphere initiated by photons, protons, nuclei, or any other
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particle up to 1020 eV. The particle transport takes into account both the energy deposited on
the atmosphere and particle decay. All secondary particles are tracked explicitely along their
trajectories and their parameters are stored when reaching an observation level. This allows a
detailed analysis of all features of simulated showers.

The most serious problem of EAS simulation programs is the extrapolation of hadronic interac-
tion to higher energies and into rapidity ranges which are not covered by experimental data.
Therefore one has to rely on extrapolations based on theoretical models. To study the sys-
tematics of such models, five different hadronic interaction models are available in CORSIKA
to simulate the hadronic interactions at high energies: the VENUS [219], QGSJET [220], and
DpMJET [221] models are based on the Gribov-Regge theory, while SIBYLL [222, 223] is a mini-
jet model. The NEXUS model [224] extends far above a simple combination of QGSJET and
VENUS routines. The most recent EPOs model [225] is based on the NEXUS framework but
with important improvements concerning hard interactions and nuclear and high-density effect.
HppM [218] is inspired by findings of the Dual Parton Model [226] and tries to reproduce relevant
kinematical distributions being measured at colliders.

Hadronic interactions at lower energies are described either by the GHEISHA [227] interaction
routines, by a link to FLUKA [228], or by the microscopic URQMD model [229]. All decay chan-
nels with a branching ratio above 1% are taken into account.

For electromagnetic interactions a taylor made version of the shower program EGs4 [230] or the
analytical NKG [55, 84] formulas may be used. It is also possible to explicitly simulate Cerenkov
light on the atmosphere and to handle both electronic and muonic neutrinos and anti-neutrinos.
This Monte Carlo simulation implies a 3D tracking of particles in an atmosphere with changing
density and in the magnetic field of the Earth as well as a detailed implementation of particle
decays and interactions over up to 14 orders of magnitude in energy. Since the number of shower
particles grows proportionally to the energy, the number of particles that needs to be simulated
increases by the same orders of magnitude as the energy. A standard method to drastically
reduce the computation demands is particle ”thinning” [231]. By this technique not each indi-
vidual particle is tracked any more: all particles with energy E below an adjustable fraction of
the primary energy FEy (called ”thinning level” e, = E/Ej) which emerge from an interaction
are exposed to the thinning algorithm. Only one of these particles is followed and an appropriate
weight is given to it, while the other particles below the thinning level are dropped. At extreme
particle densities (several 1000-10000 per m?), it is very efficient to track only few high weighted
particles instead of all the individual particles. A thinning algorithms provides a reliable impor-
tant sampling, keeping the few relevant particles and removing the very abundant particles that
are predicted not to give an important contribution to the total extensive air shower. By using
a typical weight limitation of 100-10000 the computation demands are reduced almost corre-
spondingly. Unfortunately thinning does remove relevant information from the shower, leading
to artificial fluctuations. An improvement to reduce undesired statistical fluctuations of particle
densities far from the shower core uses a limitation of the weights [232]. Particles emerging
from an interaction which would exceed a specified weight limit are excluded from the thinning
algorithm. Different weight limits can be assigned to electromagnetic and hadronic (including
muonic) particles. Also the reverse procedure of thinning, usually called ” un-thinning”, needed
for subsequent detector simulation is a delicate process with its limitations. In conclusion, it
should be mentioned that thinning is always a compromise between computation speed and
simulation quality.

Another strategy, needed to save space on disks, reduces the number of particles close to the
shower core where anyway the detectors would saturate. Particles arriving at the detector level
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within a selected core distance 7,4, are selected randomly with a probability o« r/rp.. and,
when surviving, their weight factor is multiplied with the inverse of this probability, irrespective
of exceeding the weight limit.

5.1.2 The GEANT4 Toolkit

Geant4 [233] is the acronym of GEometry ANd Tracking and it is a Monte Carlo tool kit based
on C+-+ language which simulates the passage of particles through matter. Geant4 is specially
designed to simulate the detector response, geometry, run event, track management, visualization
and user interface.

According to the user needs, the Geant4 Toolkit allows the simulation of complex detectors
composed by an arbitrary number of smaller components which can act as independent detectors.
This components may have different shapes, sizes or materials with different particle production
thresholds. The geometry module provides a large variety of solid volumes and the capacity
of performing boolean operations on the existing solids to create new ones. The volumes can
be rotated, translated or replicated along symmetry axis. The solids may be made of several
materials on which several properties or particle production thresholds may be defined. If a solid
is defined as a sensitive detector it is possible to take snapshots of the particles as they cross
through it and record the information of each particle such as it’s energy, momentum, position,
etc.

With the Geant4 Toolkit it is also possible to simulate a wide variety of physical processes in
order to provide a more realistic description of the particle interaction in the detector for a
large range of energies. When applicable, the particle decay can be considered. In this case,
the resulting secondary particles obey to the several branching ratios of the primary particle. A
large variety of decays are considered, from the simplest case of a two-body decay to a multiple-
body decay. Secondary particles may also be generated by the interaction of the primary particle
with the surrounding medium. Here the processes of bremsstrahlung, Compton, ionization or the
photoelectric effect may be accounted. The energy threshold for a particle to generate secondaries
can be lowered in order to increase the simulation precision or increased to prevent some or all
secondary particles to be generated. If the production of secondary particles is suppressed by the
user, the simulated particles will only propagate through the medium or detector and undergo
some scattering through the interactions with the material or, for instance, by the interaction
with an external electromagnetic field. Several hadronic processes accounting with different
models can also be implemented. It is possible to simulate the propagation of a wide variety of
fundamental particles and register their track along the detector as well as it’s physical processes
and interactions for a wide range of energies. According to the passage of the particles of interest
through the detector, the user may choose among a pure model of electromagnetic interactions
or a pure model of hadronic interactions or even look at a model which contemplates both kinds
of interactions.

Finally, Geant4 provides a graphical user interface which allows the user to access an interactive
visualization and check the detector’s geometry or the particle’s tracks and interactions as it
propagates on the detector.

5.1.3 The Offline Framework

Most of the offline activities within the Pierre Auger Observatory are performed using the Auger
Offline Framework, developed by the Auger collaboration members and described in details in
[234]. This tool is responsible for the simulation and reconstruction of events using surface,
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Detector Description Framework Event
Observatory — | | Module 1 Shower
Atmosphere FD SD Detector
Eye Station |—> ED SD
Tel - PMT Eye Station
Telescope PMT
- Module 3 Pixel

Figure 5.1: Simulation and reconstruction tasks are broken down into modules. Each module is able to read
information from the detector description and/or the event, process the information, and write the
results back into the event. Communication between modules occurs only through the event.

fluorescence and hybrid methods, as well as simulation of calibration techniques and other tasks
such as data preprocessing.
It has been written entirely in C+—+ trying to satisfy these needs:

- handling several data formats (generally ROOT, ascii and binary format), from the simu-
lated showers produced by different air shower simulation codes (CORSIKA, AIRES, CONEX,
SENECA) to the real and simulated data produced by the Auger detectors (CDAS, FDAS,
OFFLINE, IOAUGER);

- accessing to information on the detector configuration and performance as a function of
time, including data stored in MySQL databases;

- possibility for the user to develop his own physical algorithms.

The main working scheme of the Offline framework is shown in Fig. 5.1. It consists of three
principal parts:

- a series of modules (C++ classes), responsible for the simulation and reconstruction tasks,
which can be assembled and sequenced through instructions provided in a XML file. Each
of these modules is able to read information from the detector description and/or the event;

- an event structure through which modules can relay data to one another and which ac-
cumulates all simulation and reconstruction information. It contains all raw, calibrated,
reconstructed and Monte Carlo data. A series of utilities supports the multi-format reading
and writing;

- a detector structure describing the configuration and performance of the observatory as
well as atmospheric conditions as a function of time.

The simulation of events observed by the Auger detectors typically involves the creation of a
shower using a Monte Carlo generator (CORSIKA, AIRES, CONEX and SENECA are supported),
the simulation of the response and triggering of the surface tanks hit by the particles arriving
at ground level, and the simulation of the response and triggering of the fluorescence telescopes
hit by the light emitted along the shower track. Finally, event building and export to various
formats can be performed.

Detector simulations can be broken down into a sequence of steps, each of which is generally
encapsulated within a separate module. All these steps are executed sequentially as listed in a
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data request L :
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Figure 5.2: Schematic design of the Offline detector interface.

so-called Module Sequence. Run-time control over the module sequence is afforded through a
run controller which invokes the various processing steps within the modules according to a set
of externally provided instructions.

The detector interface is organized following the natural hierarchy of the Auger detectors, as
depicted in Fig. 5.2. It allows to retrieve information about the detector configuration and
performance at a particular time. These data are typically stored in XML files [235] for static
detector information, and in MySQL databases [236] for time-varying info, such as monitoring
and calibration data. The data queries are passed by this interface to a registry of so-called
managers, each of which is capable of extracting a particular sort of information from a particular
data source.

The detector interface is also equipped to support a set of plug-in functions, called models, which
can be used for additional processing of data retrieved through the detector. These are used
primarily to interpret atmospheric monitoring data.

The Offline is provided with a collection of utilities (some of them are external tools, others
are developed inside the Auger collaboration), including a XERCEs-based XML parser [237], an
error logger, various mathematics and physics services, testing utilities, a geometry package and
a set of foundation classes to represent objects such as signal traces, tabulated functions and
particles.

5.2 A module to simulate the Batata detector

We developed an Offline module (implemented in the C++ class G4BatataSimulatorSCG) to
track particles in the Malargiie soil and simulate their interaction with the Batata detector!.
The implementation scheme strictly follows what is currently used for the GEANT4 simulation
of the surface detector tanks. The modules used for the resampling of the shower particles
(CachedShowerRegeneratorOG) and for the injection of single particles (ParticleInjectorOQG)
were adapted as from the existing modules to the muon counter simulation needs.

The module sequence used to simulate and reconstruct events in the Batata detector is shown
in Fig. 5.3. The FventFileReaderOG module reads the profile and ground particle data of a
previously generated shower from an EAS simulation program (CORSIKA in this case). The
EventGeneratorOG module injects the generated shower in the Auger detector, assigning an

LA stand-alone version of the tool, entirely based on GEANT4, is also available.
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<!-- A sequence for a Muon Counter simulation --=
<sequencefFile>
<enableTiming/>
<moduleControl=>
<loop numTimes="1" pushEventToStack="yes">
<module> EventFileReader0G </module>
<loop numTimes="1" pushEventToStack="yes">

<module> EventGenerator0G </module>

<loop numTimes="unbounded" pushEventToStack="no">
<module> ShowerRegenerator </module>

<!-- <module> G4MuonCounterParticlelnjector </module> -->
<module> G4BatataSimulatorSCG </module>
</loop>

<module> G4BatataReconstructorSCG </module>
<module> EventFileRecorder </module=

</loop>
</loop>

</moduleControl>

</sequenceFile>

Figure 5.3: Module sequence used for BATATA event simulation and reconstruction in the Offline framework.

event time and a core location. Several possibilities are left to the user for the choice of the
event core, that can be assigned close to a particular tank, distributed over all the array size,
in the eye/telescope field of view (suited for FD and hybrid simulations). This module sets
also the event data structure to be used in the simulation (SD, FD or hybrid structure). The
ShowerRegenerator module performs the shower unthinning. A statistical procedure is applied
(see [238]) to resample particles over a specified detector area. Shower particles outside these
areas are not simulated. In the case of surface detector tanks the resampling is applied over all
surfaces (top and lateral), while in this case the considered area is the Batata detector plane
size (2x2 m?) at ground level. The module G4BatataSimulatorSCG is responsible for the par-
ticle simulation in the detector and will be described with more details in the next section.
The G4BatataReconstructorSCG module accesses to the simulation output produced by the
first module and performs the reconstruction of the simulated event (event identification, muon
tracking, ...). The algorithm used for track reconstruction will be detailed in Section 5.5.

Eventually the ParticleInjector module is a service module that can be used to inject single
particles in Batata, i.e. for debug or parametrizing or fast simulation studies. The EventFileRe-

corder is used at the end of the sequence chain to store simulation and reconstruction info to
file.

5.2.1 G4BatataSimulatorSCG module

This module is implemented in a series of C++ classes responsible to build the detector geometry
(material properties and shapes), define the relevant physical processes, track shower particles
underground, create hits in the detectors, simulate the PMT response and the event digitization.
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Muon Detector

—[_station |
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Hlil Casing Thickness(cm): 3
PMT PVC
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Ca0(5.8%)+Nag O (3.7%) + MgO(2.3%) + K20 (2.0%)
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Figure 5.4: Scheme of detector and event
structure organization in the sim-
ulation module.

Detector Geometry

The detector geometry is organized in hierarchical layers as shown in Fig. 5.4.

The inner element is the strip module, hosting the scintillator strip, surrounded by a reflective
coating layer. A groove is machined along the strip surface to accomodate the double-clad WLS
fiber. The scintillating strips, put side-to-side, form a detector plane module. Two detector
planes, rotated by 90° one with respect to the other, are joined to form a X-Y superplane
module. Three of these modules are buried underground at given depths from the surface (in
this work we assumed 50, 80, 280 cm) forming a muon counter station. The station is replicated
over the array according to the same layout of the AMIGA muon counters. This is done both to
speed-up simulations, i.e. by using the same simulated shower in different position at ground in
the same run without re-doing the particle reading and resampling, and also to study the final
results as a function of the distance from the core, in particular sampling at the same positions
where the AMIGA counters are planned to be placed.

The soil was modelled according to the measured characteristics reported in [217] and discussed
in Section 4.2.6.

The adopted detector geometry settings (sizes, material bulk properties, ...) are summarized
in Table 5.1. Eventually these can be customized in a straightforward way.

Physics Processes

All relevant physical processes (electromagnetic and hadronic) are defined for each particle and
can be included in the simulation. The optical processes, such as scintillation light generation,
Cherenkov emission, bulk absorption, Rayleigh scattering, boundary processes (reflection, refrac-
tion, absorption), WLS emission, can be included as well or eventually switched-off to speed-up
the simulation.

Indeed, including the optical processes in the simulation results to be extremely cpu-consuming,
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particularly the WLS emission. For instance, ~ 1.2 x 10° scintillation photons are produced per
MeV of deposited energy in each hit strip, each suffering many reflections before reaching the
photocathode or being absorbed in the detector medium. If we consider the expected particle
densities from air showers we realize that the full simulation approach is unfeasible. Moreover, a
number of relevant parameters needed to perform a full simulation, such as the light absorption
coefficients in the scintillator and in the fiber or the optical coupling effects, are poorly known.
For this reasons, using a parametrization of the photoelectron yield as a function of the energy
deposition in the strip and eventually distance from the PMT would be more feasible. For our
studies we decided to switch-off the optical processes in all performed simulations. The PMT
response may be anyway calculated afterwards in a fast way as discussed below.

Detector Hits

Particles depositing energy in the strips generate hits and, if optical processes are included in
the simulation, the production of scintillation and Cherenkov photons, eventually create WLS
photons in the fiber medium. Hits are created also in the photomultiplier when the generated
photons reach the photocathode. A number of useful information can be stored for each kind of
hit, such as track info (type, energy deposition, vertex, time, ... ), number of photons produced
per process and reaching the photocathode, etc.

The scheme used to store the relevant info produced in the simulation is shown in Fig. 5.4 : a
top-layer structure contains the data at the event level, such as shower generated info and the
collection with simulated data for all triggered stations. Each station data structure contains
the data collection for the injected particles as well as geometrical information. At the bottom-
layer, the particle data structure keeps the collection of all hits produced in the scintillators or
in the PMTs by that particle, plus other useful information (collection of track points, number
of particles reaching each detector planes, strip multiplicity, ... ).

A minimum energy deposit threshold of 300 keV was considered for strip triggering and hit
production. When a strip is above threshold a gate of 2 us width is opened to collect the hit
information from all strips, sampled with a ts4mu=10 ns width [239]. Moreover to reproduce
somehow the effect of the pile-up in the strips, we considered a veto time interval of tye;o=
20 ns, preventing a triggered strip to trigger again within t,e,,. We anyway kept stored the
full hit information to eventually re-process the simulated data, for instance using different
threshold/veto conditions.

PMT response

When the PMT has hits, a signal at the anode can be fully simulated in the following way,
already discussed in [210, 240]. A number n,. of photoelectrons is generated at the PMT
cathode according to the specified quantum efficiency with timings tf“th corresponding at the
arrival time of photons on the cathode surface. The pulse at the anode V(t) is given by the
superposition of all single photoelectron pulses (SPEs) Vipe(t:):

Npe

V()= 3 Vpelt) (5.1)

i=1

where ¢; is the photoelectron time at the anode. This can be obtained by summing the arrival
time at the cathode t‘f"“th and the transit time %" in the dynode chain. The latter is of the
order of few ns and assumed to fluctuate according to the specified PMT transit time spread.
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When the optical processes are switched-off, n,. and timings tf“th are not directly available and
need to be calculated from a parametrization and tuned with laboratory data. The number of
photoelectrons n,. can be expressed as:

Npe =k X A X Egep (5.2)

where k is a calibration factor, A is the double-exponential function describing the attenuation
of the signal in the WLS fiber? and Ejgep, is the strip deposited energy in MeV, directly accessible
in fast simulations.

The timings can be calculated by summing the delay times t?elay, due to scintillation and WLS

emission, and the propagation times t!"?. As derived in [240], ydelay

i arises from the combination
of two poissonian processes and therefore can be generated according to (e ™/t —e=t/tr) /(ts—t;),
with ¢, and t; decay times in the scintillator and fiber respectively. These are determined from
data-simulation tuning, yielding ¢s=1 ns and ¢y=6.5 ns. The propagation times can be deter-
mined assuming a meridional approximation inside the fiber tp.,, = & X Ncore/ (€ X cos @), with
the emission angle ¢ uniformly distributed.

The single photoelectron signal has been measured and reported in [210] and can be parametrized
assuming the PMT internal circuit is a C1 Ry — (R2C?)® network, i.e. a single high-pass filter
(a differentiator with time constant 7 = C1R;) followed by « low-pass filters (integrators with

9 = C3Ry). Assuming all filters with the same time constant 7 = 73 = 7 the single photoelec-

tron voltage is given by:
QR t\"
Vipe(t) = ———= | = 7 5.3

pe(t) T(14+a) \ 7 ¢ (5-3)

where @ is the characteristic single photo-electron charge and R is the circuit load resistance.

5.3 Simulated data samples

We produced two sets of simulated data. The first data set, denoted as ’single-particle sample’,
consists of a large sample of particles at ground (e, p, v, p, n) injected in a given station using
the ParticleInjector module with fixed energies in the range (0.001-100) GeV and fixed zenith
angles in the range 0-60 degrees. These were tracked underground until eventually reaching the
muon counter detector. This data set is essentially used to understand the main event footprints
produced in the detector by different kind of particles, as well as candidate observables for the
muon-background discrimination.

Then, to evaluate the muon-background identification and tracking capabilities of BATATA, we
have to consider particles from simulated air showers. For this study we used a set of CORSIKA
protons showers (QGSJETII hadronic model) generated with a flat energy spectrum in the range
10'6-10%0 eV, then resampled to a E~3 spectrum, and a zenith distribution o sin @ cos @ in the
range 0°-60°.

As discussed before, the muon counter device was replicated and buried over the array to form
the same layout of the AMIGA infill. Shower particles were resampled in a sampling area at
ground having size equal to that of the detector plane (2x2 m?) and then tracked underground
to the detectors. The shower cores were distributed randomly around a fixed station at the infill
center. This data set is denoted as '"EAS sample’.

2The attenuation constants A1 = 40 cm, A2= 6.0 m have been determined when characterizing the WLS fibers
with LED pulses.
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Figure 5.5: 2-Fold and 3-Fold trigger probabilities as a function of energy for different particles (ui,ei, v, D)
when applying a strip energy threshold of 300 keV and a veto of 20 ns (filled dots, dashed lines) and
without these conditions (empty dots, solid lines).

To speed-up the simulation, and reduce the number of tracked particles that would not anyway
reach the detectors, we increased the energy threshold used in the resampling with respect to
the chosen settings currently adopted for the tank simulation. In particular an energy threshold
of 50 MeV was set for electrons and gammas, while leaving unchanged the threshold for muons,
hadrons and mesons (10 MeV). Infact, at 50 MeV the calculated probability to get electromagne-
tic particles triggering at least two planes is almost zero (see for instance Fig. 5.5).
Furthermore, to avoid tracking a huge number of particles when the core falls very close to a
station, we introduced a safe inner cut in the station-core distance of 100 m above 10'7 eV and
50 m below, excluding in this way the closest station from saturation.

Eventually the energy and angular distributions in the shower sample from each particle type
may be extracted and given to the ParticleInjector module to produce realistic simulated sample
in a faster way.

5.3.1 Single-particle data sample

We report in Fig. 5.6 a sample vertical electron, muon and proton track of energy 1 GeV, from
left to right panels respectively, seen from the detector side (upper panels) and top (lower panels)
view. The hit strips are indicated in red. The different propagation behavior in the soil can be
appreciated: while muons propagate ballistically with little angular deviation, electrons, gammas
and protons develop underground sub-showers. Although most of the energy of these sub-showers
is concentrated within the Moliere radius (which is ~5 cm in our case), it is expected that the
signatures left by impinging ~ or et are broader than the corresponding muonic signatures.
However, the exact features will depend on the initial energy of the particles hitting the ground
and the depth of the considered detector plane. Since the mean energy of muons at ground, for
cosmic primaries of PeV energies is a few GeV, they are expected to cross the three scintillator
planes triggering one strip per layer. Therefore, their signature will be an xy-cross of triggered
strips per plane. On the other hand, v, e* and protons are much less penetrating and are likely
to trigger more than one adjacent strips per layer. Moreover unlikely they will reach the third
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Figure 5.6: A sample tracked vertical muon, electron and proton of energy 1 GeV (respectively from left to right)
seen from the detector side (up panel) and top (low panel) view.

plane.

In Fig. 5.7 and 5.8 we report the distributions of energy deposited by electrons, gammas, muons
and protons in the three X planes of energy 1 GeV and 10 GeV and zenith angle of 0°, 30°.
Similar results are observed for the Y planes. As expected, the average energy deposit for
muon has a peaked distribution around ~ 1.5-2.0 MeV, no matter what detector plane and
primary energy we consider. On the contrary, the other particles manage to reach only the first
two planes and the observed energy deposit distribution is broader. Obviously, the larger the
traversed track length, the larger the energy deposit.

The strip multiplicity corresponding to the same conditions of Figs. 5.7, 5.8 is reported in Fig.
5.9, 5.10. The muons multiplicities is around 1-2 for all planes. Significantly larger multiplicities
are instead expected on average for the other particles on the basis of their different propagation,
as discussed above. Moreover, due to the produced electromagnetic cascades it is expected that
on average the hit strips are found to be not adjacent one to the other as in the muon case.

In Fig. 5.5(a) and 5.5(b) we evaluated the detection probability for different particles (e, -,
i, p) as a function of the generated energy by counting the simulated particles triggering at
least one strip in each X- and Y-module. Fig. 5.5(a) corresponds to events triggering the first
two XY-planes, denoted as ’'2-fold’, while 5.5(b) to those triggering all XY-modules, denoted as
'3-fold’. Filled dots and dashed lines refer to simulated data where we applied an energy deposit
threshold in the strips of 300 keV and a veto of 20 ns, empty dots and solid lines to simulated
data where we do not apply such conditions. As can be seen, muons reach full efficiency below
1 GeV with a very sharp trend as compared to other particles. At such energies the probability
to get a three-fold event not due to muons is below 1%. As obvious, the strip threshold + veto
conditions has the effect of moving the trigger probability towards higher energies. As discussed
above, these computed probabilities result to be very useful to optimize the simulation procedure
in the case of particles generated from real showers.
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Figure 5.7: Energy deposit distribution in strips for different particles of energy 1 GeV and zenith angle 0° (left
panels), 30° (right panels) for the three detector planes X (from top to bottom).
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Figure 5.8: Energy deposit distribution in strips for different particles of energy 10 GeV and zenith angle 0° (left
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Figure 5.9: Multiplicity of hit strips for different particles of energy 1 GeV and zenith angle 0° (left panels), 30°
(right panels) for the three detector planes X (from top to bottom).
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Figure 5.10: Multiplicity of hit strips for different particles of energy 10 GeV and zenith angle 0° (left panels),
30° (right panels) for the three detector planes X (from top to bottom).
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5.3.2 EAS data sample

An array view of a sample shower event of energy 10'7-? eV and zenith 9° is shown in Fig. 5.11.
The core position is represented with a black star. Each numbered open dot represents a station
position, while the filled coloured dots indicate the stations with injected particles, being the
marker size proportional to the particle density.
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Figure 5.11: Array view of a sample shower event of energy 1072 eV and zenith 9°.

In Fig. 5.12 we report the distribution of energy deposit in strips for the three detector planes
for muons and background particles. The minimum applied threshold of 300 keV is visible in the
plots. Background particles deposit energy mainly in the first and second planes. The shape of
their energy deposit distribution from 10 keV to 1 MeV is produced by particles that stop at the
detector loosing their energy via ionization process. For high particle energies electromagnetic
showers are produced in the soil and radiation losses play a dominant role. The peak observed at
~ 2 MeV mainly reflects the minimum ionization plateau of secondary particles coming out from
the shower. This behavior can be seen also in Fig. 5.7, where the initial particle energy was set to
1 GeV. Muons, on the other hand, deposit almost the same amount of energy in the three planes.

To quantify the expected background contamination we report in Fig.5.13 the number of parti-
cles resampled and injected underground in the detector within the discriminator sampling time
interval (10 ns) for two different distance from the core, » = 100 m for left panels and r = 200
m for right panels. We report the results obtained for two different shower energy log E=17
(5.13(a),5.13(b)), and log E=18 (5.13(c),(5.13(d)). As can be seen, when the core falls close to
the station the expected background contamination in the first timing bins is around one order
of magnitude larger than the muon component. Far from the core or after ~ 50 ns the expected
signal and background are comparable.
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Figure 5.13: Number of particles resampled at ground level and injected in the detector in a time interval of 10 ns
for two different detector-core distance. Top panel corresponds to 7 = 100 m while bottom panel to
r = 200 m. We report the results obtained for two different shower energy ranges log E=17 (5.13(a),

5.13(b)), log E=18 (5.13(c), 5.13(d)).
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Moreover to compare over all timing bins the expected number of muons with respect to
the background, we report in Fig.5.14(a) the number of particles resampled at ground level
and injected in the detector as a function of the distance r from the core for different shower
energy ranges log F=16-16.2 (green stars), log E=17-17.2 (purple dots), log E=18-18.2 (blue
triangles), log E=19-19.2 (red squares). Top panel corresponds to the number of muons while
the bottom panel to the electromagnetic component. Fig. 5.14(b) is relative to the number of
particles injected and triggering at least 2 detector planes. Due to the radius cut applied in the
resampling no data are available below 100 m in the case of shower energies larger than 10'7 eV
and below 50 m in the range 10'6-10'7 eV. We can note that although the number of background
particles is larger respect to the muons number at ground, it reduces when we consider only the
events that trigger at least 2 planes.
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Figure 5.14: Fig. 5.14(a): Number of particles resampled at ground level and injected in the detector as a function

of the distance r from the core for different shower energy ranges: log E=16-16.2 (green stars),
log E=17-17.2 (purple dots), log E=18-18.2 (blue triangles), log E=19-19.2 (red squares). Top panel
corresponds to the number of muons while the bottom panel to the electromagnetic component; Fig.
5.14(b): Number of particles resampled at ground level and triggering at least 2 detector planes in
the detector as a function of the distance r from the core. Same notation of Fig. 5.14(a).

Finally, it is worth to quantify the muon trigger probability as a function of the applied strip
threshold. We report in Fig. 5.15 the computed probability for 2-fold and 3-fold muons events,
as a function of the strip trigger threshold in number of produced photoelectrons at the cathode
or in energy deposit (top horizontal axis). The number of photoelectrons at the cathode is
generated from the strip energy deposit dE/dX assuming a poissonian fluctuation with mean
< Npe >= K X dE/dX (k = 5 pe/MeV). The trigger probability is then calculated taking as
reference tracks those having a non null probability to enter the detector and trigger at least two
or all three planes. We show the results for two different muon angular range, 0° < 9 < 5° and
30° < ¥ < 35°, representative of vertical and inclined tracks. A threshold of ~ 500—600 keV may
be eventually applied to reduce the background contamination without affecting considerably
the expected muon event rate.
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Figure 5.15: 2-fold and 3-fold trigger probabilities for muons as a function of the threshold conditions applied in the
strips, in number of photoelectrons. The horizontal axis on top of the panel report the corresponding
threshold in energy deposit.

5.4 Muons identification with neural network

The information coming from the simulations is then used to analyze the efficiency of the detector
for the discrimination of particle tracks derived from high energy electrons/photons and muons
impinging the ground. In this section we present a neural network analysis approach that might
be used to disentangle the muonic and electromagnetic signatures in the detector.

Section 5.4.1 describes the set of parameters chosen for the particles identification. Then, section
5.4.2 concerns the description of the constructed Artificial Neural Network capable of associating
measurements with known classes or groups, and capable of adjusting itself ("learning’) according
to situations presented to it.

5.4.1 Discriminating parameters

To identify muons from background we need to define a set of parameters sensitive to the particle
identity to be determined on an event-by-event basis. As already pointed out in Section 5.3.1
the different propagation (ballistic vs shower) in the soil may characterize muons from other
particles. For this reason we used the following set of observables for the discrimination:

- mY: multiplicity of hit strip in X— or Y —plane;

XY — mXY : neightbouring parameter for X — or Y —plane;

- "" = v .
(MaXy,y—Mming ,+1)

where max; , and min,, are the maximum x or y number Id of hit strips. r*Y is a measure
of how much the hit strips are found one next to the other. It assumes values equal to 1 for
adjacent strips and <1 otherwise. A set of 12 parameters is therefore defined for each event.
When a plane is not triggered we obviously have m=0 and r=0.

We report in Fig. 5.16 and 5.17 the distribution of these observables in each detector plane for
simulated muons and background particles triggering at least two planes from the air shower
data sample. As already mentioned, electromagnetic particles trigger on average more strips
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lines) triggering at least two detector planes from the shower data sample.
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Figure 5.17: Distribution of r parameter for muons (solid lines) and background particles (dashed lines) triggering
at least two detector planes from the shower data sample.
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than muons resulting in a broader multiplicity distribution. Tipically the hit strips are found
one next to the other for muons, with the exception of possible cases when a subshower or an
isolated gamma are produced. The r parameter is therefore on average distributed around 1,
while smaller values are observed for the background particles.

5.4.2 The neural network method

A feed forward neural network (NN) is structured in parallel layers of neurons, connected to
neurons in adjacent layers by weighted connections, indicating the strength of the neuron link.
The input layer is connected to the input data vector and an indefinite number of hidden layers
process the signal towards the output layer which returns the final response of the network to
the presented input data.

Figure 5.18: A single neuron of index i: the input vector components x;, the weights w;; (j=1,...m), the biases b;,
the transfer function f and the output signal f(z;) are showed.

The basic processing unit in the network is the neuron: the input signals z; (i = 1,m) coming
from each input channel are linearly transformed by applying a multiplicative weight w;; and
an additive bias b; to form the net neuron input z;:

m
Z2i = Zwijxj + b; (5.4)
j=1

The neuron output is obtained by applying a transfer function f(z;) to the net input (see Fig.
5.18). Common forms of such activation functions are the simple linear function f(z;) = az;+ 3,
or the sigmoidal form functions, as well as the logistic function f(z;) = m and the hy-
exp(z;) —exp(—z;)

perbolic tangent function f(z;) = oxp(z) Foxp(=2) "

For what concerns our identification purposes, after testing several network architectures, no
significative improvements have been found by choosing a number of neurons considerably larger
with respect to the input parameter size, hence we adopted for simplicity the studied architec-
ture with the smallest number of adjustable weights, 12 inputs, 3 hidden layers, each one with 12
neurons, and an output layer with one neuron. The activation functions are hyperbolic tangent
in the hidden layers and linear in the output layer.

Next step is the choice of the training algorithm. The training data is a set of N events (x;, y;)
i =1,...N, defined by the 12-dim input vector x; =( m1X, m1Y, m2X, m2Y, m3X, m3Y, r1X,
rlY, r2X, r2Y, r3X, r3Y) and by the desired output vector (1 in the case of muon event, 0
in the case of background event) y;. The supervised training algorithm minimizes the difference
between the desired output y; and the network computed output ¢;, by adjusting iteratively the
weights and biases of the net in order to minimize a given error function E. A standard error
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function, extensively used in literature, is the square error function Fy;gg:

1 N

Eysp = 5 Z[yi(x,w) —t;)? (5.5)
=1

Sometimes it may happen that the presence of large neuron weights deteriorates the network ge-

neralization capabilities. In these cases a regularized error function Frrayrsk is often introduced

to minimize the network weights together with the network performance:

Nw
Erecmse =7 Eyse+ (1 —7) ) w} (5.6)
i=1

where Nyy is the number of weights of the network and -~y is a parameter responsible to guarantee
a compromise between the network error minimization and the generalization performances of
the network. Value of 7 close to 1 tend to favor the error minimization and viceversa for values
of v close to zero; a conservative value of 0.5 was therefore fixed.

Several backpropagation training algorithms have been tested (steepest descent, conjugated gra-
dient and quasi-Newton algorithms). We achieved better identification performances with quasi-
Newton methods, since other algorithms often return bad or local minima of the error function.
We used a quasi-Newton algorithm with the Broyden-Fletcher-Goldfarb-Shanno (BFGS) error
minimization formula [241][242].

The identification analysis proceeds as follows:

- Pattern selection: we divided the simulated shower set in three independent subsets (learn,
validation and test data set, the first used to train the network, the second to stop the
training phase and check the net generalization capabilities and the last to evaluate the
achieved performances.

- Feature pre-processing: we normalized the features in the range [-1,1] to avoid large dy-
namics among the network inputs;

- Training phase: we trained the network to return a value of 0 or 1 in presence of a
backgroung or muon event, respectively. The learning phase was stopped at a given epoch
when the network began to show a clear overtraining behavior, corresponding to a loss of
generalization in the identification procedure, e.g. when the network error calculated over
the test sample stopped to fall down and began to increase.

- FBuvaluation of the results: given the distribution of the network outputs N Nout in presence
of muon and background events, one has to put a cut to separate the particles classes and
evaluate the performances of the built network by means of the identification efficiency e
and purity P:

N, (NNout > cut)
Np
N, (NNout > cut)
N, (NNout > cut) + Npig(NNout > cut)

eulcut) =

P,(cut) =

where Ny, Ny4 are the total number of muon and background events in the sample, while
N, (NNout < cut), Nppg(NNout > cut) represent the number of muon and background
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events for which the output of the net is smaller or higher than the chosen cut. Clearly
the efficiency and purity depend on the adopted cut over the net outputs, which should
be optimized according to the specific problem under investigation. Eventually the choice
of the cut is a compromise between the desired purity and event rejection level.

5.4.3 Results

The trained network was tested with an independent set of simulated particles from EAS. The
response of the net is shown in Fig. 5.19 for different energy intervals. Muons are shown in red
while the background in black. For better visibility both histograms have been normalized to
unity. As can be seen, muons are correctly identified in all energy bins. We also note that a
significant background contamination is present, especially for low energies <1-2 GeV, making
very difficult or impossible to discriminate the muon signal. As the energy increases the muon
events are almost completely separated from the background. This evidence can be explained
in terms of particles footprints. In fact at energies larger than 1-2 GeV electromagnetic showers
are produced and the background multiplicity significantly differs from the muon one making
easier the discrimination.
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Figure 5.19: The neural network response for different energy bins. At low energy (up to 1 GeV) the discrimi-
nating parameters for muons and background are almost equal, so there is a significant background
contamination. Instead at higher energies the two groups are almost completely separated.

Following the steps described in the previous section, we report in Fig. 5.20 the efficiency
and purity curves as functions of the adopted cut over the network outputs. Filled dots represent
efficiency while empty dots stand for purity. These kind of curves are designed in order to choose
the optimum cut according to the needs of the analysis (high purity or high efficiency required,
low event rejection factor, ...). From the plots we observe that the choice N Ncut = 0.5 leads to
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Figure 5.20: Efficiency and purity curves as function of the chosen cut over the network outputs. Filled dots
correspond to efficiency while empty dots correspond to purity.

good classification, allowing to reach efficiency and purity over 85%, without rejection of a large

number of events.

Fig. 5.21 shows the muon identification efficiency ¢,, and purity p, as a function of the particle
energy, zenith angle and distance from the core, as obtained by choosing a cut NNOut =0.5
in the network response. The identification efficiency is very good at all energies, larger than
85%. If we normalize the background to the expected signal the average purity is of the order of
~ 60%, increasing above 80% at high energies (> 5 GeV). However, if we consider the realistic
muon/background ratio present in our air shower simulations, we obtain a purity >80% for
energies above 1 GeV as showed in Fig. 5.21.
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Figure 5.21: Neural Network efficiency and purity as a function of the particle Energy (a), zenith angle 9 (b),
and distance from the core r (c). The identification efficiency is larger than 85% at all energies and
almost indipendent from ¥ and r.
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Finally the obtained efficiency for the muon identification over the total data set is e, = 97%,

while the total purity is p, = 90%. Furthermore, rejecting the event that trigger only 2 planes
and accepting only the 3-fold events, a minor number of electromagnetic events are present and
we obtain £, = 99% and p, = 99%. However in this case ~ 40% of muon events do not reach
the third plane and would be lost.
As a cross check we compared the identification performance with those obtained by other group
within Auger with independent methods and data samples. In [243] Sanchez et al. report an
efficiency of 88% and purity of 60% accepting 1-fold, 2-fold and 3-fold events, and a purity of
99% accepting only 3-fold events. Such results are in good agreement with the ones reported in
this work thus supporting the present analysis.

5.5 Reconstruction of muon tracks

In this section we present a method to reconstruct the muon track direction from the hit points
produced in the detector planes. When a particle triggers a strip in both the X, Y planes of a
detector module, a track hit is created with coordinates (xp,yn,2p), respectively given by the strip
in the Y— and X —plane and by the average depth of the detector planes. The spatial resolution
is related to the size s;, = 4 cm of the XY pixel and is given by o, = sx,y/\/ﬁ ~ 1.15 cm.
As final hit point coordinates, we therefore assumed the pixel centers smeared with a gaussian
of width corresponding to the spatial resolution.

Two main steps, cluster finding and track fitting, required to determine the track direction are
detailed in next sections.

5.5.1 Cluster finding

In this first stage the produced track points in each plane are scanned to identify possible clusters.
A cluster is defined by points located in adjacent strips. When a cluster is found, its points are
replaced by the cluster baricenter in the track fitting procedure. The patterns to be searched
have quadratic or rectangular shape. To study what kind of shapes are the most relevant we
report in Fig. 5.22 the hit multiplicity in each detector plane as a function of the primary energy
for true and fake hits. The colour map and text labels indicates the probability to have a given
multiplicity in each energy bin. An energy threshold of 300 keV is applied. As can be seen,
the muons produce mainly single-strip clusters (~ 90% of the cases) or double-strip clusters
(< 10%). Very rare are the cases when four adjacent strips are triggered. On the contrary,
the fake hit distribution have a larger multiplicity tail, due to the presence of electromagnetic
showers that can be induced by the muon in the soil. However, apart for low or very high particle
energies, the probability to have spurious hits is quite limited: in ~10-15% of the cases only one
fake hit is present, while the probability to have more than one spurious hit is smaller than 5%.
The true muon patterns that have to be identified are therefore of the kind 1x1, 1x2 or 2x2.
A possible strategy could be rejecting clusters of larger multiplicities (>4), but as we would like
to show this may lead to a wrong hit-cluster association.

As an example we report in Fig. 5.23 two sample of simulated muon events, the first relative
to a simple hit configuration to deal with, easy to be recognized, the second relative to a more
complicated configuration where the cluster search may fail. The hits effectively produced by
the muons are shown in red, while the spurious in black. The red line is the projected true
track on each plane. The blue crosses indicate the baricenter of a cluster. In Fig. 5.23(a) the
muon cluster in the second plane is correctly identified while two clusters appear in the third
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Figure 5.22: Hit multiplicity in each detector plane as a function of the particle energy for muon (left panels) and
spurious hits (right panels).
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Figure 5.23: Two sample simulated muon event patterns on each detector plane. Muon hits are shown in red,
while spurious in black. The red line is the projected true track on each plane.

plane, one produced by the muon and the other spurious. Two candidate tracks are therefore
present. However the two clusters are so separated in space that during the track fitting step
the fake track could be rejected according to a minimum x? criterion. The second event is more
difficult to be treated. Infact in the second plane the muon hit is englobed in a larger fake
cluster. Another spurious cluster is also present. Rejecting the cluster with large multiplicity
and keeping the second lead in this case to a hit misclassification resulting in a bad reconstructed
track in the final stage. In such situations it is convenient to keep the entire cluster and split it in
single hits. These cases could be eventually limited by increasing the applied energy threshold.
It is instructive to evaluate the impact of the applied energy deposit threshold and veto in the
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hit multiplicity distributions. The choice of the energy deposit threshold applied in the strip
is guided by a compromise between having the largest detection efficiency for muons and the
need of reducing the noise from spurious hits. To investigate the impact of different thresholds
we compare in Fig. 5.24 the probability e, (filled dots) and P}{;ke (empty dots) to have muon
and spurious hits in each plane for a given choice of the threshold (Ey;,=100-300-500 keV') with
respect to the case of no threshold applied.
The probabilities are plotted as function of the muon energy (upper panels) and zenith angle
(lower panels) with dots for Ey,,,=100 keV, triangles for Ey,,,=300 keV and squares for Ejp,,=500
keV. As observed before, below 10 GeV about 10-20% of the produced hits are not due to the
muon. At higher energies the contamination of spurious hits increases at the level of 50-60% for
the first two planes and ~40% for the last plane.
In Fig. 5.25 we report the same plots obtained with a threshold of 300 keV, in one case with a
20 ns veto applied (dots) and in other case (triangles) without any veto condition. In the first
case a reduced efficiency and an increased spurious contamination are observed . This is related
to the fact that muons tend to travel more confined in time, being in this way more sensitive to

a veto timing condition.

] (]
g. F g. F
S E1.2 = 100 keV S =4.2 = 100 keV
o= "% ~300kev 2" "% <300kev
2 =500 keV R =500 keV
r PR RN I SO I 5 R IR
o8f o8l
0.6 0.6 b
[ [ [
04} ¢ 0aft ¢ g
L é L o o ©°
L o o © L 5 0 ° N g
r o [ooa A
o2t icgieess o2yt o pieesto
:§ I ré2ge
c\www,l,wwww\wwww\wwww\wwww\wwww\ c‘\\é\*\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘
05 0 0.5 1 1.5 2 2.5 05 0 0.5 1 1.5 2 25
Iog10 [E/GeV] Iog10 [E/GeV]
(a) plane 1 (b) plane 2
L F £ F
& 1.2 -~ 100 keV & 1.2 ~100 keV
o [ -+ 300 keV o r -+-300 keV
EY -=500 keV EY r -=-500 keV
o 1 . o 1
LI Y S S :I LI T
0.8 0.8l .
F F a
L :
0.6 0.6
0.4 0.4f +
02 ) 02, . o PO i
[e & &6 & & & & 8 [e & & &6 & & CE
L .| | ol L L L
(]

)
-
=}
N
o
W
o

(d) plane 1

20 B0
0 [ded]

(e) plane 2

20 50
6 [deg]

fake
hit
-

N

[ =100 keV

" [ +300kev
= [ —=500keV
% C
tT":::::::::s;‘r
0.8
0.6
0.4 5l
[ i
3 L5 8 %
02 o %t 8
8 oo 8
g =Y
) N o AP AN BN B W
~0.5 0 0.5 1 1.5 2 2.5
Iog10 [E/GeV]
(c) plane 3
£ = 100 keV
8 E1.2- ©
o —+-300 keV
= r -=-500 keV
w1

.
s

°
N
g

> ° o o ° ° o °
b a4 A a4 8 -} Ll

a0 B0
0 [ded]

(f) plane 3

Figure 5.24: Probability to have muon (filled dots) and spurious hits (empty dots) in each plane as a function
of the particle energy ((a),(b),(c)) and of theta ((d),(e),(f)) for different choices of the strip trigger

threshold energy.

122



5.5. RECONSTRUCTION OF MUON TRACKS CHAPTER 5.

2. f 2. F 2. T
& £1.2 = veto & 1.2~ = veto & £1.2— <= veto
o [ =+ noveto o [ -+ noveto o [ - noveto
& o o & o
e P | - P | PN s, t
| S o 71 F L R T, 5 L | o .
0.8f o o8f t 0.8 *
r 4 r r
0.6l t 0.6 0.6
r 1 r r
r [ r ¢ F |
0.4 b 0.4f ) 0.4 1B
r r o r X
F L F o o0 ? [ ooZA’%T
6 0 o O ; 2 a 2
02— ¢ 022Z§LAAL 02—, * 0222A4A 0.2 A L9 oAt
i$ g &2 [t ,=s2 r g 2
c‘\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘ G\ b Tl ninin nflin e nin(ontnonndlinin nn lion e nin ) s‘\\ B S EITIN B B R |
%5 0 05 1 15 2 _ 25 %5 0 05 1 15 2 25 %5 0 0.5 1 15 2 25
Iog10 [E/GeV] Iog10 [E/GeV] Iog10 [E/GeV]
(a) plane 1 (b) plane 2 (c) plane 3
® ® ©
SEq2 S Eq.2f S Eqaf g
& 1.2 - veto & 2 - veto & O - veto
ﬂ._ r -+ no veto n-.\ r -+ no veto D.- r =no veto
G e e W& 4=
1T ¢ 4 4 a N . T 4 4 o a N e 4 4 a a a N a N I
r e L o4 r c e L a r B
0.8— . 0.8— . 0.8—
r R r . 5
L . N . L
0.6— 0.6— 0.6—
0.4f- 0.4f 0.4l
r o . r
0.2[ i 0.2[ ° % 02 R N
[ 8 R 2 a a & 2 % &8 & & X2 a a & @ 3 ra 8 & & a4 a a A
ol | L | P | ol | Ll | “H‘m ol | L | Ll
0 10 20 30 40 50 0 10 20 30 40 50 0 10 20 30 40 50
0 [degd] 0 [ded] 0 [ded]
(d) plane 1 (e) plane 2 (f) plane 3

Figure 5.25: Probability to have muon (filled markers) and spurious hits (empty markers) in each plane as a
function of the particle energy and theta with (dots) and without (triangles) applying the strip veto
condition.

5.5.2 Track fitting

The track seeds are searched in the first detector plane. All available hits are combined to form
a list of potential candidate tracks, which are reconstructed as detailed below. A hit in each
plane is required to form a candidate track.

The muon track is basically a straight line in space, conventionally described with such equation:

2 | x=x0+ts(2 — 20)
/(@) = { y =yo +t,(z — 20) (5:.7)

where the four parameters that have to be determined form a track state vector & =(zo,yo,t,ty)

and represents the z, y coordinates at the reference zy (i.e. at ground zp) and the track slopes

in the zz and yz planes respectively.

To reconstruct the muon track one could use two alternative methods, one based on a global

least-square fit (LS) and the other on the Kalman Filter technique (KF). Both methods have

been extensively described in literature, see for instance [244] for a review. In the following we

summarize their main features.

In the LS approach, a candidate track is fitted by minimizing the following x?:

2= (m—F2)T vV (m - F7) (5.8)

where 7 is the vector of measurements (x;, y;, ¢ = 1,... N) with uncertainties o;, V' is the error
matrix of the measurements and F' = Jf(x;)/0z; is the derivative matrix of f with respect
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to the parameters. In the case of a linear problem f =FZ the analytical solution for Z and its
covariance matrix Cyg is given by:

f=FTVIR) T FTvim Oy = (FTv—iF)~! (5.9)

This approach requires the inversion of a covariance matrix of size N x N, which may become
problematic when N is large or when the matrix is not diagonal, e.g. when sources of noise
are present. In this case the hit multiplicity is sufficiently low to justify the use of this global
approach. However the LS framework is not as flexible as the Kalman-Filter for what concerns
the treatment of noise effects like multiple scattering or energy losses. In the first case infact one
has to look at all measurements at same time and compute a noise matrix to be added to the
error matrix of the measurements, see for example [245]. Instead in the KF method only two
consecutive states are considered and the noise effects can be included in a more straightforward
way, as described below. For this reason we preferred using the KF method in the present anal-
ysis, even if it has to be stressed that both approaches lead to a comparable tracking resolution.

In the KF method, the track state vector at the time k, i.e. after inclusion of k measurements,
is denoted by xx and its covariance matrix by Cj. In our case, x; contains the parameters of
the fitted track, given at the position of the kth hit. A propagator matrix Fj describes the
propagation of the track parameters from the (k — 1)th to the kth hit. The coordinate measured
by the kth hit is denoted by m;, and the measurement error is described by the covariance matrix
Vi. The relation between the track parameters x; and the predicted measurement is described
by a projector matrix Hy. In our case we have:
—ZE_1 0
g 0) H = (1989)
0

T 1
iUkZ(ti) my = (y ) Vk:<06”£y> Fio= |
ty /i k 0 1
(5.10)

The KF method is based on a recursive approach made of three phases, prediction-filtering-
smoothing. The filter has to be initialized by choosing a starting approximation xzg and Cy of
the track state vector and the covariance matrix. We assumed a vertical initial track direction
and vertex (0,0) (with respect to the station coordinate system) and a diagonal covariance
matrix, with large diagonal elements®. In the prediction step the state vector and its covariance
matrix are propagated to the location of the next measurement with the following prediction
equations:

2k

oo = O

Iy = Fray, Cr = FCr1 B + Qu (5.11)

where 7, and C, are the predicted state and covariance at kth location. The predicted residuals
are given by 7y = my — HpZ) and Rk =Vi+ HkékH]?

The Qr term resumes the additional error introduced by the multiple scattering or energy
losses. Infact in the presence of scatterings there are real random deviations from a straight
line, correlated from one plane to the next. For example, if a muon scatters to the right at one
plane, it is more likely to end up to the right of the original undeviated path than to the left.
We followed [244, 246] to express the multiple scattering contribution from thick layers. The

3A starting point could be provided by the least square track solution, even performed without taking into
account the multiple scattering. However in this case it can be seen that the filtered track parameters tend to
converge towards the initial approximation and are influenced by the first measurements, as discussed for instance
in [247, 248].
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noise matrix (J is given by

cov(teta)l2 /3 cov(ta,ty)l2 /3 cov(tz,te)Dl/2  cov(te,ty)Dly/2

_ cov(ty,ty)l2 /3 cov(te,ty)Dly/2 cov(ty,ty)Dly/2
Qr = y...y g cov(ti,tz) coi/)(ti,ty) (512)
cov(ty,ty)

where [; is the traversed length of the medium in terms of radiation length, D = +1 indi-
cates whether the motion increases (41) or decreases the z-coordinate, cov(ts,t.), cov(ty,ty),
cov(tz, t,) are the covariance matrix contribution from thin scatterers, derived in [246] and given
by:

cov(ty, ty) = (1 +t2)(1+t§+t§)072ns
cov(ty, ty) = (1 + )(14-752 +t2) ;
cov(ty, ty) = toty(1+ 12 + )07,

9 _ (13.6MeV/c\? 7 . 2 5 2 \12 . :
where o7, = (=——=) toy/1+12+1; |1 +0.038In (to\/1+ 13 + 1 is the variance of

the multiple scattering angle of a particle of momentum p traversing a thickness ¢y in number
of radiation lengths. We assumed a radiation length of 21.997 g/cm? for the Malargue soil.
The energy losses due to ionization in each soil layer depends in good approximation on the
muon track length [ and are could be eventually taken into account by considering an average
deposited energy of dE/dX;on= 1.8 MeV /g/cm?, so that the corrected energy used in each filter
step is E-dE/dXop - L.

In our case the most important scattering contribution comes from the thick soil layers within
each detector plane, rather than from the strip themselves or their casings. Eventually, addi-
tional contributions can be added to the noise matrix in the same way. In this work we neglected
other scatterers and the energy losses contributions.

In the filtering step the state vector and covariance are updated using the information of the
kth measurement according to the filter equations:

Ky = C,HL R, Ty = T + Kprp Cr = (1 — K. Hy)Cy, (5.13)

where K} is the gain matrix and the obtained filtered residuals are ry, = (I — HpKy)ry,
Ry = (I — HyK})Vi. The x3 contribution of the filtered point is then given by x3 = r%R;lrk.
At the last filtered point k=n the track parameters have been calculated using the information
from all the preceding hits. However we would like to know the track parameters at the initial
step k=0, e.g. before the muon enters the ground, to get the best estimate of the initial direction.
For this the smoothing step is applied step by step in the direction opposite to that of the filter,
according to these equations:

Ay = CoFLL Gl af = ap+ Ap(afyy —Ek1)  OF = Ok + Ag(CRyy — Crin) AL (5.14)
with the smoothed residuals given by ' = my — Hpa}, Rf = Ry, — HyAp(Cpq — Cry1)AFHE .

The state vector at stage k=0 and its covariance finally gives the desired track parameters and
their uncertainties.
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5.6 Tracking performances

We applied the tracking algorithm to reconstruct the sample of muons coming from simulated
showers triggering the three detector planes.

In a first case we neglected other particles than muons entering the detector as well as the
time sampling of the DAQ system. Multi-muon events are therefore excluded in this case.
Such situation corresponds to the measurements of ”background muons” from very low energy
showers, useful for prototype calibration, alignment and testings. In a second case we considered
the events from high energy showers and the binary information of each hit strip is collected
using a timing sampling of 10 ns. In such time interval more than one particle can produce hits
in the detector and therefore multi-tracks events are expected. Typically this situation occurs
much more frequently in the first timing bins, when the core is relatively near the station (< 150
m) and for higher shower energies. In both cases we increased the strip energy threshold at
dE /d X = 500 keV to remove as much spurious hits as possible.

5.6.1 Tracking performances of single muon tracks

To study the hit reconstruction accuracy we report in Fig. 5.26 the differences AX, AY between
the true and reconstructed muon hit position for each detector plane. The obtained uncertainty
is of the order of 0.5 cm for the first two planes, increasing to ~ 1 c¢m for the last plane. The
misclassification probabilities have been found of the order of 7%.

We report in Fig. 5.27 the obtained resolution for the reconstructed track parameters (6, ¢, X,
Yy) as a function of the particle energy and zenith angle in two different conditions: Multiple
Scattering (MS) correction switched-off (labeled as 'no MS’), and MS correction applied assum-
ing an average energy of 1 GeV (labeled as 'MS’)*. The upper panels represent the obtained
angular resolution in 6 and ¢, while the resolution for the vertex coordinates Xy, Yy is shown

g 1= LD o g 1 Entries 498156 g 1L Entries 497031
= E Mean 0278804563 — E -— E Mean 02781+ 0.836
f= E —A fu E —A Mean 02788+ 0.461 - F —A
.E L X RMS 0.4563 + 0.3226 E C X RMS 04812 0326 E r 2 RMS 0.8358 + 0.5911
. — " . 4612 0 r —A
) 101? Ay ;Z:es . N:z::: o 1015 —Ay — P ) 10 Y Entries 497031
L RMS  0.4796 + 0.0004802 C Mea8.0004698 + 0.0006971 F :::; ° nnf:e;;— Z Z‘;ZZ
102 E RMS  0.492+ 0.0004929 [ —
E ] 102 E
10° E L
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Figure 5.26: Deviation of the reconstructed hit positions (coordinate X in black, Y in red) with respect to the
true position for each detector plane.

4An assumption must be made for the average track momentum as in our case this information in not
experimentally available.
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Figure 5.27: Track angular and vertex resolution as a function of the muon energy (a) and zenith angle (b) in
two different conditions: multiple scattering correction switched-off (filled markers, labeled as 'no
MS’), multiple scattering correction applied assuming an average energy of 1 GeV (empty markers,
labeled as MS’). In the top panels the resolution achieved for 6 parameter is shown with dots, while
for ¢ with squares. In the bottom panels the resolution for the x-coordinate of the vertex is shown
with dots, while for the y-coordinate with squares. The dashed and dotted lines represent the ideal
resolution calculated in absence of multiple scattering and considering only the pixel resolution.

in the bottom panels. As can be seen, the track reconstruction is better for vertical tracks and
is slighly improved when the true MS correction is included, both for vertical and for inclined
tracks.

We also computed for comparison (not shown in the plots) the resolution achieved when recon-
structing the track with only the first two detector planes. The worst resolution is obtained in
such case, thus pointing out that the last plane measurement is somehow relevant for the track
reconstruction purpose even if its surrounding thick soil layer introduces a considerable noise in
the hit measurement.

As a cross check we also repeated the analysis replacing the Kalman Filter track finding with
a least square fit. Both approaches have been found to lead to comparable results for what
concerns the track reconstruction accuracy.

5.6.2 Tracking performances in presence of background

In the case of high energy events the obtained hit multiplicity is considerably larger than the
previous case especially in the first two planes where the electromagnetic contamination is larger.
The hits due to the muons are often found englobed in large spurious clusters, the number of
candidate tracks to be searched is increased and consequently the track recognition is more
problematic.

To reject fake track candidates and reduce the number of candidate tracks to be fitted, a cut in
the space angle among each track segment (i.e. < 5°) can be assumed. When the core falls close
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to the station the hit multiplicity is so large in the first time bins that it is practically impossible
to correctly identify the muon tracks, at least with the current detector design limited to only
three tracking layers. Such bins should be considered as saturated. For instance a cut on the
number of hits per plane may be introduced.

To evaluate the tracking performances we need to define a set of reference tracks N, e.g.
a set of tracks that an ideally performing algorithm should find, here defined by all muon tracks
hitting the three detector planes in non-saturated sampling bins. We considered as saturated
those sampling bins where one of the three detector planes has a number of track points larger
than N]fat. The saturation threshold is chosen as a balance between having a high tracking
efficiency and a corresponding low fake track rate. A fitted track was then considered to re-
construct a true track from the reference sample according to a parameter matching criterion
|9rec - 9ref| < 5%, ‘d)rec - d)ref| < 20°, |Xrec - Xref’ < 5 cm, |Yvrec - Y;ﬂef| < 5 cm.

With these choices we can evaluate the following quantities as a function of the particle en-
ergy, angle and distance from the core to estimate the quality of tracking:

track _ N"°¢

Track efficiency: € N
ref

Ghost rate: pdhost — N9t
Nyer

clone
clone _ 2 N

Clone rate: v e
ref

where N7¢¢ is the number of reconstructed tracks, N9°s is the number of fake tracks recon-
structed by the algorithm, Nfl‘me is the number of tracks reconstructing a reference track i.
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Figure 5.28: Left: Tracking efficiency (dots) and ghost rate (lines) as a function of the particle energy for different
saturation thresholds: N;*= 0 (empty triangles), 10 (filled squares), 50 (filled dots); Right: Tracking
efficiency (dots) and ghost rate (lines) as a function of the particle zenith angle. Same notation of
5.28(a))
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Figure 5.29: Left: Tracking efficiency (left panel) and ghost rate (right panel) as a function of the muon zenith
angle and distance from the core.

Fig.5.28 shows the tracking efficiency and ghost rates as a function of the particle energy (5.28(a))
and zenith angle (5.28(b)) for different saturation conditions: N3* = 0 (no saturation condition),
10, 50. As we do not reconstruct the track energy we report in the plots an average ghost rate.
As can be seen the track efficiency increases with the muon energy and zenith angle, assuming
values greater than 80% when the saturation threshold is applied. The use of a saturation cut
considerably reduces the ghost rate at the cost of reducing the event rate. The clones track rate,
not reported in the plots, has been found smaller than 1072. A more optimized cut could be
derived when first data will allow a comparison of real and simulated multiplicity.

Finally, assuming a cut of N]f“t = 50 we report in Fig. 5.29 the tracking efficiency and ghost
rate as a function of the muon zenith angle and distance from the core. On average the track
efficiency is found to be of the order of 70-80% and the corresponding rate of ghost tracks can
be maintained below 0.1-0.2 after applying the saturation threshold cut.
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Summary

The evolution of the Cosmic Rays spectrum through the second knee and the ankle, and cor-
responding predicted changes in composition, are crucial to understand the end of Galactic
confinement and the effects of propagation on the lower energy portion of the extragalactic flux.
The latter is strongly related to the cosmological distribution of sources and to the composi-
tion of the injected spectrum. To study this energy region the Pierre Auger Collaboration has
extended the energy range of its observatory in Argentina for high quality data from 0.1 to 3
EeV. The extensions include three additional fluorescence telescopes with a more elevated field
of view (HEAT') and a nested surface array with 750 and 433 m spacing respectively and addi-
tional muon detection capabilities (AMIGA).

The BATATA muon counter hodoscope has been designed as an additional prototype with the
objective of estimating the electromagnetic contamination expected in the AMIGA muon coun-
ters. It consists of three XY planes of 2 x 2 m? of 49 plastic scintillating strips each, buried
underground at 0.5, 0.8, 2.80 m depths, roughly at the center of the AMIGA array. Currently
BATATA has entered the commissioning phase: the first plane (the deepest one) was buried in
July 2011, while the others are planned to be deployed during the first months of 2012.

The subject of the present work has been to perform an end-to-end simulation of the BATATA
device. The simulation includes the shower evolution in the atmosphere, the propagation of
secondary cascades through the ground, the photon emission inside the scintillators, their propa-
gation in the plastic and eventual absorption by the wavelength shifter inside the optical fibers
and emission and propagation inside the fiber and up to the window of the PMT. The informa-
tion coming from the simulation has been then used to analyze the efficiency of discrimination
of particle tracks, derived from high energy electrons/photons and muons impinging the ground.
The analysis was principally focused on the study of the reliability of an event-by-event particle
identification with the use of pattern recognition methods, like neural networks, working with
the multiplicity and closeness of triggered bars as discriminating parameters.

Using these simulations, we demonstrated that a good efficiency can be achieved in separating
ut from e and . The main obtained results can be summarized as follows:

- the muons are correctly identified although a significant background contamination is
present for low energies;

- in particular up to 1-2 GeV is very difficult or impossible to discriminate the muon signal
from the background signal because the discriminating parameters are almost equal for
the two species;

- counting the events that trigger at least 2 planes the obtained efficiency for the muon
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identification is €, ~ 97%, with a purity p,, ~ 90%;

- rejecting the events that trigger only 2 planes and accepting only the events that trigger
all the three planes, a reduced contamination due to electromagnetic events is present and
we obtain €, ~ 99% and p,, ~ 99%. However in this case ~ 40% of muon events do not
reach the third plane and would be lost.

These studies have been compared to independent analysis reported by authors within the Auger
Collaboration. A very good agreement has been observed, thus representing a valid check of our
work.

Although the main goal of BATATA is to quantify the electromagnetic contamination of the
muon signal as a function of depth for cosmic ray shower, BATATA offers also the possibility
of measuring the incoming direction of muons, including those coming from low-energy showers
('background muons’). Such measurements are indeed interesting, not only for calibration or
alignment studies, but also for anisotropy studies, i.e. searches of muon excesses in the sky, or
comparison of angular distribution with those predicted by current hadronic models.

To reconstruct the muon track directions we used a Kalman-Filter technique studying different
reconstruction strategies. No significant improvements are achieved for the track parameter
resolution after including a multiple scattering correction in the track finding procedure. An
angular resolution of 2 — 3° in zenith is achieved with typical tracking efficiencies around 80%.
The accuracy in the vertex reconstruction is found of the order of ~ 1.5 — 2.0 cm. Such results
have been cross-checked using an alternative least-square method. Both approaches have been
found to lead to comparable results for what concerns the track reconstruction accuracy.

The studies carried out in this thesis demonstrate that under the discussed conditions a good
reconstruction of the muon component is possible for 3-fold events coming from low energy
showers or high energy showers falling sufficiently far from the station. A further validation and
optimization of the designed method will come as soon as the first data will be available at the
beginning of next year.
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