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Introduction

Elliptic equation in arbitrary domain (possibly with moving boundary) is
central to many applications, such as diffusion phenomena, fluid dynamics,
charge transport in semiconductors, crystal growth, electromagnetism and
many others. The wide range of applications may require different kinds of
boundary conditions. Let us look for instance at the temperature distribution
in a medium of arbitrary shape satisfying stationary heat equation: we may
have Dirichlet (the temperature is fixed at the boundary), Neumann (heat
flux is prescribed), or mixed boundary conditions (namely different boundary
conditions on different parts of the boundary). More general Robin boundary
conditions may also be considered, as in Stefan-type problem, in which a
combination of temperature and heat flux is prescribed at the boundary
(e.g. see [47, 28]).

The work of this thesis is devoted to the development of an original and
general numerical method for solving elliptic equations in an arbitrary do-
main (described by a level-set function) with general boundary conditions
(Dirichlet, Neumann, Robin, ...) on Cartesian grids. It can be then con-
sidered an immersed boundary method, and the scheme we use is based on
a finite-difference ghost-cell technique. The entire problem is solved by an
effective multigrid solver, whose components have been suitably constructed
in order to be applied to the scheme. The method is extended to the more
challenging case of discontinuous coefficients, and the multigrid is suitable
modified in order to attain the optimal convergence factor of the entire it-
eration procedure. The development of a multigrid solvers for discontinuous
coefficients maintaining the optimal convergence factor independently on the
jump in the coefficient and on the problem size is a challenging problem and it
is recently studied in the literature. However, the development of the multi-
grid is only based on a practical implementation, and then it is not provided
with a rigorous analytical study. The method is second order accurate in the

1
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solution and its gradient. A convergence proof for the first order scheme is
provided, while second order is confirmed by several numerical tests.

Survey of the literature for elliptic equations

Numerous techniques have been developed to treat such problems. Interface-
fitted grid methods such as those based on the finite element methods [13,
18, 52, 65] are difficult to use in the case of moving interfaces, because of the
computationally expensive meshing procedures needed at each time step. In
such cases an approach treating the interface as embedded in a Cartesian
grid may be preferred. Since the interface may be not aligned with the grid,
a special treatment is needed for the discretization of the equation near the
interface. The simplest method makes use of the Shortley-Weller discretiza-
tion [102], that discretizes the Laplacian operator with usual central differ-
ence away from the interface, and makes use of a non symmetric stencil in the
grid points close to the interface, adding extra-grid points on the interface.
While the treatment of jump conditions in the solution is straightforward to
discretize in the case where grid points lie on the interface, the discretization
of the jump condition in the flux (involving the normal derivative) is not
straightforward in more than one spatial dimension. In fact, Shortley-Weller
discretization requires that the value of the normal derivative of the solution
on both sides of the interface is suitably reconstructed at the intersection be-
tween the grid and the interface. This approach is adopted, for example, by
Hackbusch in [56] to first-order accuracy, and by other authors (see [20] and
references therein) to second-order accuracy. However, the method proposed
by Bramble in [20] for second-order accuracy is quite involved and may not
be recommended for all practical purposes.

Methods based on embedding the domain in a Cartesian grid are derived
from the pioneering work of Peskin [88], where the Immersed Boundary Meth-
ods is introduced to model blood flows in the heart. In that paper a source
term is localized on the interface and the method makes use of a discretized
δ-function to model the exchange of force between the interface and the fluid,
leading to a first-order accurate method. A second-order accurate extension
to jump coefficients is the Immersed Interface Methods, first developed by
LeVeque and Li in [67], where non-homogeneous jump conditions are allowed
on the function and on the normal flux. Another method which achieves
second-order accuracy was previously proposed by Mayo in [75] for solving
Poisson or biharmonic equations on irregular domains using boundary inte-
gral techniques. Liu et al. [70] developed a first-order accurate ghost-fluid
method for the variable coefficient Poisson equation in the presence of an
irregular interface across which the variable coefficient, the solution and the
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derivative of the solution may have jumps. This method leads to a symmetric
linear system that allows the use of fast iterative solvers.

In the case where Dirichlet boundary conditions are imposed, instead of
jump conditions, a second-order accurate ghost-fluid method can be built
[46]. The value at the ghost nodes is assigned by linear extrapolation, and
the whole discretization leads to a symmetric linear system. A fourth-order
accurate version is also proposed by Gibou et al. in [47] and several char-
acteristics concerning Poisson solvers on irregular domains with Dirichlet
boundary conditions using the ghost-fluid method can be found in [81].

The treatment of boundary conditions on irregular interfaces is also found
in methods modeling the interaction between multiphase flows and solid ob-
stacles. Examples are the arbitrary Lagrangian Eulerian method (ALE) [44,
39], distribute Lagrangian multiplier (DLM) [51] and the penalization meth-
ods [98, 10]. For example, in [31] a combination of penalization and level-set
methods is presented to solve inverse or shape optimization problems on
uniform Cartesian meshes. In [82] Ng et al. studied a simple and efficient
method for the Navier-Stokes equations on arbitrary shaped domains. Sev-
eral methods have been recently developed for sharp-edge interface, such as
the matched interface and boundary (MIB) method [110], the finite vol-
ume method [85], and the non-symmetric positive definite finite element
method [58], where the more general case of variable matrix coefficient is
treated.

In [87], an efficient discretization based on cut-cell method to impose
Robin conditions is proposed. This method provides second-order accuracy
for the Poisson and heat equation and first-order accuracy for Stefan-type
problems. The drop in accuracy for the Stefan problem is due to the fact
that the solution gradient, driving the free moving boundary, is only first-
order accurate. Other approaches based on cut-cell methods obtained by a
finite volume discretization are presented by Colella et al. in [60]. Cells that
are cut by the boundary requires a special treatment, such as cell-merging
and rotated-cell, in order to avoid too strict of a restriction of the time step
dictated by the CFL condition.

In some applications, it is desirable to obtain second-order accuracy in
the solution’s gradient, as it is the case of the Stefan problem or in the case
of two-way fluid-solid coupling. Also high-order accuracy may be required,
for instance when turbulence and shock interact, or high frequency wave
propagation are presented in inhomogeneous media [16].
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Survey of the literature for related multigrid

Multigrid technique is one of the most efficient strategy to solve a class of
partial differential equations, using a hierarchy of discretizations. It acceler-
ates the convergence of an existing iterative method, which otherwise slowly
converges toward the solution of the discrete problem, due to the bad conver-
gence rate for the low frequency components of the error. The idea of multi-
grid methods is to solve such low frequency components in a coarser grid.
Most iterative schemes to solve Elliptic equations can be speeded up by a
multigrid technique. Some multigrid textbooks are for example [27, 105, 55].

Multigrid has been developed since the 1960s, when first papers ap-
peared [42, 43, 15], while it has been studied more carefully since the 1970s [21,
54, 83, 6]. Several surveys on multigrid exist in literature, in particular for dif-
ferent kinds of applications [24, 22, 23], for multilevel-unstructured grids [29],
parallel implementation [62, 1], discontinuous coefficients [104].

The Algebraic Multigrid (AMR) is a multigrid procedure that use only
purely algebraic information, and it is mainly used in problems where a
supported grid is not available, and then a geometric relation between un-
knowns cannot be derived. It was first proposed in [25] and later popularized
in [94, 26]. Among the other numerous multigrid techniques, we recall the
Black-box multigrid of Dendy [38, 63], the BPX method [19], the matrix-
dependent interpolation [93, 111, 101], the energy-minimization [108, 30, 73].

Regarding the scope of this thesis, namely multigrid for elliptic equations
with mixed boundary conditions and discontinuous coefficients, a detailed
survey can be found in [104]. Several multigrid approaches exist in liter-
ature to treat the jumping coefficient problem in 2D when the interface is
aligned with the Cartesian grid. We mention the method based on operator-
dependent interpolation [6, 59], where the interpolation is carried out by
exploiting the continuity of the flux instead of the gradient of the solution,
and the method based on Galerkin Coarse Grid Operator [94], which makes
the algebraic problem more expensive from a computational point of view
and does not take advantage from the fact that the discrete problem comes
from a continuous problem. For Cartesian grids and arbitrary interfaces,
i.e. not aligned with line grids, we mention the paper [4], where a multigrid
approach for solving the linear system arising from the discretization of in-
terface conditions described in [4, 69] is provided. In this multigrid technique
a Black-box multigrid interpolation is used for grid points away from the in-
terface, while the interpolation weights for grid points near the interface are
derived from a Taylor expansion (with a change of coordinates). In [2] such
a multigrid has been improved, modifying the interpolation and restriction
operators in such a way the coarse-grid matrices are M-matrices. A com-
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parison of both multigrid method [4, 2] with Algebraic Multigrid solvers is
performed in [3] for the underlying discretization, showing that the multigrid
in [2] is the most efficient. Other recent developments of multigrid solvers for
non-smooth coefficients can be found in [106], where a geometric multigrid
method for multiple interfaces in higher dimensions is proposed. Here an ac-
curate interpolation which captures the correct boundary conditions at the
interfaces via a level set function is provided, and the issues coming from the
storage of the coarse-grid matrix are avoided. In [107] the coarse grid points
are selected in such a way the irregular interfaces are resolved as much as
possible: only linear interpolation is needed to obtain fast convergence.

Survey of the literature for Adaptive Mesh Refinement

Many physical problems have different scales and very often only small por-
tions of the computational domain require fine resolution. Uniform grids
become inefficient in this case in terms of memory storage and CPU usage.
Adaptive mesh strategies for elliptic linear partial differential equations, such
as the Poisson equations, are often associated with the finite element method
(see e.g. [14, 61]). Young et al. [109] introduced a finite element method
employing adaptive mesh refinements for second-order variable coefficient el-
liptic equations using a cut-cell representation of irregular domains. The
finite element method has the advantage of a rigorous theoretical framework
and a vast number of optimized commercial implementations. However, two
factors that must be considered are the adaptive mesh generation for com-
plicated domains and the efficiency of the organization of the resulting data
structure. Generally, when applying the finite element method to moving
boundary problems, one must take great care that the mesh generated is of
good quality everywhere (see e.g. [99]). Moreover, even though we are not
considering this case in this thesis, one is often interested in solving the vari-
able coefficient Poisson equation on time dependent irregular domains, where
it is hard to avoid the difficulty and cost associated with frequent mesh gen-
erations. This is where finite difference discretizations can be advantageous
(see e.g. [48]).

Johansen and Colella [60] presented a cell-centered finite volume method
for solving the variable coefficient Poisson equation on irregular domains us-
ing a multigrid approach and a block-grid algorithm related to the adaptive
mesh refinement scheme of Berger and Oliger [17]. McCorquodale et al. [76]
presented a node-centered finite difference approach for solving the variable
coefficient Poisson equation on irregular domains using the block-structured
adaptive mesh refinement and the multigrid solver of Almgren [7, 9, 8]. How-
ever, these patch based adaptive mesh refinement (AMR) techniques restrict
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the adaptivity to block structured meshes, as is made clear by the following
quote “The obvious first choice, suggested by the nested hierarchical nature
of the grid itself, is to use an octree in 3D or quadtree in 2D”, from [5].

The quadtree spatial discretization has been used in a variety of ap-
proaches for solving the Poisson equation. Greengard et al. [53] presented
a kind of domain decomposition and spectral element method to solve the
Poisson equation using the quadtree data structure. Popinet [89] proposed
a second-order nonsymmetric numerical method to study the incompressible
Navier-Stokes equations using a quadtree data structure for spatial discretiza-
tion. In this method, a Poisson equation for the pressure needs to be solved
to account for the incompressibility condition using a standard projection
method. Only graded trees (trees in which the ratio between two adjacent
cell sizes does not exceed two) were considered in [89].

Non-graded octrees have been used in [72] to obtain a first order accu-
rate symmetric discretization of the Poisson equation, which was extended
to second-order accuracy in [71]. In [79] Min et al. solved the variable coeffi-
cient Poisson equation on a rectangular domain using quadtrees (in 2D) and
octrees (in 3D) to represent the non-graded Cartesian grids, and second-order
accuracy in both the solution and its gradients were obtained. In [32] Chen
et al. extended this approach for Poisson and heat equations on irregular
domains with Dirichlet boundary conditions. At internal T-junction nodes,
the value at the missing direct neighbor is linearly interpolated and the dis-
cretization in the other direction is properly weighted to compensate for the
spurious error induced by the linear interpolation. When the node is next to
the interface, the interface point location and the Dirichlet boundary value
at this interface point are found by quadratic interpolation. In [78] Min et
al. proposed a second-order accurate level-set method on non-graded adap-
tive Cartesian grids. Incompressible Navier-Stokes equations on non-graded
adaptive Cartesian grids can be found in [50, 45, 49, 77].

Structure of the thesis

Chapter 1. In this chapter we present a rather simple numerical method
to solve the Poisson equation in an arbitrary domain Ω, identified by a level
set function φ (i.e. Ω =

{

x ∈ R
d : φ(x) < 0

}

), with mixed boundary condi-
tions. The method is based on a finite difference discretization on a regular
Cartesian grid using ghost points.

The plan of the chapter is the following: the first section introduces the
level-set function and some notations, while the second section presents the
description of the first and second order accurate method. The third section
is devoted to the extensions of the method to Robin boundary conditions,
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variable coefficient, anisotropic case and boundary with kinks. In the last
section, several numerical tests are presented, confirming the accuracy and
efficiency of the approach.

The results of this chapter can also be found in [34].
Chapter 2. In this chapter we present a multigrid approach to solve

the linear system coming from the discretization of the elliptic problem de-
scribed in Chapter 1. In the first section we motivate the necessity to find
a proper relaxation scheme, illustrating that naive Jacobi iteration scheme
fails to converge. The second section is devoted to the description of the
novel relaxation scheme, which consists of a transformation of the Poisson
problem into a fictitious-time dependent problem, that leads to an iterative
scheme converging to the solutions of the originary problem. A convergence
proof for the first-order accurate method is provided in Section 3. The other
sections describe the relaxation scheme for the extensions presented in Chap-
ter 1 (Robin boundary conditions, variable coefficient, anisotropic case and
boundary with kinks), and the transfer grid operators for one and two di-
mensions.

This multigrid strategy can be applied to more general problems where
a non-eliminated boundary condition approach is used. Arbitrary domains
make the definition of the restriction operator for boundary conditions hard
to find. In this thesis a suitable restriction operator is provided, together with
a proper treatment of the boundary smoothing, in order to avoid degradation
of the convergence factor of the multigrid due to boundary effects. Several
numerical tests confirm the good convergence properties of the new method.

The results of this chapter can also be found in [35].
Chapter 3. In this chapter we provide a 1D discretization of the discon-

tinuous coefficient case, together with a proper multigrid approach. We use
the standard interpolation operator and discretize the operator in the coarser
grid in the same way as in the fine grid, without making use of Galerkin con-
ditions. But, since the defect may jump crossing the interface, a separated
restriction for both sub-problems is needed. This approach provides a good
convergence factor, comparable with the ones measured for no-jumping case.
We also show that the convergence factor does not depend on the magnitude
of the jump in the coefficient, nor on the problem size. Interface conditions
are relaxed, then have to be transferred to the coarse grid as well. In one-
dimensional case this task is trivial, since such conditions are just two real
values that can be copied to the coarse grid.

This chapter is divided in 3 sections. In the first section we describe the
second order accurate discretization of the model problem and the iterative
scheme obtained by discretizing the fictitious time-dependent problem. The
second section is devoted to the multigrid approach, with a careful description
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of the transfer operators. In section 3 some numerical tests are performed,
to show the second order accuracy in the solution and in its first derivative
as well. We also measure the convergence factor and compare it with the
convergence factor obtained by other methods of the literature.

The results of this chapter can also be found in [36].
Chapter 4. The discretization of the 2D discontinuous coefficient case

is derived from the 1D discretization of Chapter 3 , using the ghost-cell struc-
ture of Chapter 1. In practice, new additional unknowns are added to the
linear system and they are related to ghost points close to the interface and
from both sides. In such ghost points two values of the solution are defined:
one for the solution of the sub-domain to which such grid points belongs,
and one for the ghost value related to the sub-domain on the other side of
the interface. For the multigrid ingredients, the restriction is performed sep-
arately for the defect of inner equations of both subdomains, and of interface
conditions. For inner equations, the stencil of the restriction is suitable re-
duced for grid points close to the interface, namely using only values from
one side of the interface, in the same manner as we restrict the defect of inner
equations in Chapter 2. For the interface conditions, in higher dimension the
defect is stored in ghost points, which can show a complex structure for ar-
bitrary interfaces. The restriction of the defect of interface conditions can be
carried out in the same manner of the restriction of the defect of boundary
conditions described in Chapter 2 for problems with non-eliminated bound-
ary conditions: the defect is first extrapolated outside the subdomain and
then transferred to the coarse grid in the same manner as the restriction of
the defect of inner equations, i.e., without using values from the other side
of the boundary. Numerical tests of the last section prove the second or-
der accuracy and the efficiency of the multigrid solver, namely the optimal
convergence factor is attained and it does not depends on the jump in the
coefficient nor on the problem size.

Chapter 5. The discretization proposed in Chapter 1 to solve elliptic
problems with mixed boundary conditions (i.e. Dirichlet on a part of the
boundary and Neumann on the other part) and in Chapter 4 to treat the
discontinuous coefficient case are embedded in the adaptive grid framework
presented by Gibou et al. in [79, 32], where the adaptive grid generation and
the finite difference discretization on quadtree were introduced for the Pois-
son equation in an arbitrary domain with continuous coefficient and Dirichlet
boundary condition. We obtain a second-order method in the solution and
the gradient for elliptic equation with discontinuous coefficient and mixed
boundary conditions in a fully adaptive non-graded grid, which as far as we
know is new in the literature. In order to easily implement the discretiza-
tion of the boundary/interface conditions illustrated in Chapters 1 and 4, a
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uniform grid is however required close to the boundary/interface. To this
purpose, the refinement criterion is modified with respect to the one used for
example in [79, 32], allowing uniform grid in a larger band surrounding the
boundary/interface. In this chapter only the accuracy of the discretization
is presented, relegating to a future work the implementation of the iterative
scheme, consisting in an extension of the multigrid presented in Chapters 2
and 4. A proper fast direct solver is used, such as BiCGSTAB or the Matlab
direct solver. Numerical results show that second-order accuracy is achieved
in both the solution and its gradient.

In the first section the adaptive grid generation and the discretization
of the elliptic equation on quadtrees are described. In Section 2 several
numerical tests (some of which taken from [84, 57, 70]) are illustrated, which
confirm the second-order accuracy of the solution and its gradient in L2 and
L∞ norms.

The results of this chapter can also be found in [33].
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Chapter 1
Elliptic equations

We start describing the numerical method for the simplest model problem,
namely the Poisson equation with mixed boundary conditions in a smooth
domain. Therefore we extend the technique for more general elliptic prob-
lems, such as the variable coefficient case, anisotropic problems, sharp-edged
domains.

Let d ≥ 1 an integer, D = [−1, 1]d the computational domain, Ω ⊂ D a
domain such that ∂Ω ∩ ∂D = ∅. We assume Ω is a smooth domain, i.e. the

boundary ∂Ω ∈ C1. Let ΓD,ΓN a partition of ∂Ω (i.e. ΓD ∪ ΓN = ∂Ω,
◦

ΓD

∩
◦

ΓN= ∅, where the interior points are computed in the d − 1 dimensional
topological space).

Model problem 1 Consider the model problem:

−∆u = f in Ω (1.1)

u = gD on ΓD (1.2)

∂u

∂n
= gN on ΓN (1.3)

where n̂ is the outward unit normal, f : Ω → R, gD : ΓD → R, gN : ΓN → R

are assigned functions.

1.1 Notation

Let N ≥ 1 an integer and h = 2/N the spatial step. Let Dh = jh, j =
(j1, . . . , jd) ∈ {−N,N}d and Ωh = Ω ∩ Dh be the discrete versions of D
and Ω respectively. Dh is the set of the grid points. Let Γh the set of the

11
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so-called ghost points, namely the grid points outside to Ω and belonging to
some five-point stencil centered in a grid point inside to Ω, i.e.

(x, y) ∈ Γh ⇐⇒ (x, y) ∈ Dh\Ωh and {(x± h, y), (x, y ± h)} ∩ Ωh 6= ∅

Let us denote Ni = |Ωh| and Ng = |Γh| the cardinality of sets Ωh and
Γh. We will use the following notation for discrete functions: wj1,...,jd ≈
w(j1 h, . . . , jd h), wP ≈ w(P ).

1.1.1 Level-set function

In order to keep track of the boundary Γ, we introduce the level set function
φ0 : D → R, in such a way:

(x, y) ∈
◦

Ω⇐⇒ φ0(x, y) < 0, (x, y) ∈ ∂Ω⇐⇒ φ0(x, y) = 0.

The outward unit normal to the boundary is

n =
∇φ0
|∇φ0|

. (1.4)

General references on the level set method for tracking interfaces are, for
examples, [86] or [100]. The signed distance function φ is a particular case
of level-set function:

φ(x, y) =

{

−d ((x, y),Γ) if (x, y) ∈ Ω,
d ((x, y),Γ) if (x, y) /∈ Ω,

where d ((x, y),Γ) = inf
(x̄,ȳ)∈Γ

de ((x, y), (x̄, ȳ)) is the distance function between

a point and a set and de denotes the Euclidean distance between points.
From the level set function φ0, we can obtain the signed distance function φ
by fast marching methods [100] or by the reinitialization procedure based on
the numerical solution of the following PDE

∂φ

∂t
= sgn(φ0) (1− |∇φ|) , (1.5)

as we can see, for instance, in [103, 95, 40]. A signed distance function is
preferred to a simple level-set function because sharp gradients are avoided
and it is simpler to compute the boundary closest point to a given ghost
point. Now we assume that |∇φ| = 1 and suppose we know the signed
distance function just at the grid nodes. In practice, Eq. (1.5) has to be
solved for a few time steps, in order to compute the distance function a few
grid points away from the boundary.
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1.2 Discretization of the problem

Let us start by describing the space discretization of the problem, i.e. the
discretization of model problem 1. Our goal is to write a (Ni+Ng)×(Ni+Ng)
linear system, where Ni = |Ωh| and Ng = |Γh|. In this section we refer to the
2D case, but easy generalization can be obtained in higher dimension. The
Ni equations coming from the inside grid points of Ω are obtained from the
discretization of the Laplace operator by the 5-point stencil (Fig. 1.1):

4ui,j − (ui,j−1 + ui,j+1 + ui−1,j + ui+1,j)

h2
= fi,j. (1.6)

To close the linear system, we must write an equation for each ghost point
G.

�

�

�

���

�

���

��� � ���

Fig. 1.1: Five-point stencil centered
at P . The grid point G is outside the
domain and it is named ghost point.

�

�

�
�����

�

Fig. 1.2: Computation of the bound-
ary closest point B to the ghost
point G from the normal unit vec-
tor, obtained from the signed dis-
tance function.

1.2.1 Discretization of boundary conditions

In order to close the linear system of equations (1.6) for inside grid points,
we must write an equation for each ghost point. Let G be a ghost point. We
compute the outward unit normal in G, that is n̂G = (nx

G, n
y
G) = ∇φ/ |∇φ|,

using a second order accurate discretization for ∇φ, such as central difference
in G. Now we can compute the closest boundary point to G, that we call B,
by the signed distance function (see Fig. 1.2):

B = G− n̂G · φ(G). (1.7)

We observe that indeed B depends on G, then it should be written as BG,
but we omit the subscript for clarity. Now, we discretize in some way the
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Dirichlet or the Neumann boundary condition if B lies respectively on the
Dirichlet or Neumann boundary. In particular, if B ∈ ΓD, the equation for
the system becomes:

uh(B) = gD(B) (1.8)

while, if B ∈ ΓN , it becomes:

∂uh

∂n
(B) = gN(B)

where uh(B) and
∂uh

∂n
(B) are suitable reconstructions of the exact solution

and its normal derivative by the numerical solution uh.
We obtain a first or second order accurate solution of the model problem 1

according to the accuracy order of the reconstructions. Let us choose the
reconstruction in detail.

1.2.1.1 First order accuracy

We can simply choose
uh(B) = uG, (1.9)

while ∂u/∂n is discretized by first order upwind (Fig. 1.3)

∂uh

∂n
(B) =

1

h

((

u
(n)
G − u

(n)
Qx

)

|nx|+
(

u
(n)
G − u

(n)
Qy

)

|ny|
)

(1.10)

where Qx and Qy are the two upwind close points to G (we say that the grid
point Q is an upwind close point to G if d(G,Q) = h and (G−Q) · n̂ > 0),
while n̂ = (nx, ny) is the outward unit normal to ∂Ω in B, computed using
(1.4) and discretizing ∇φ also in upwind fashion, i.e.

φx =
φG − φQx

h
sgn

(

G(x) −Q(x)
x

)

and φy =
φG − φQy

h
sgn

(

G(y) −Q(y)
y

)

1.2.1.2 Second order accuracy

We choose

uh(B) = ũ(B),
∂uh

∂n
(B) = (∇ũ · n̂)|B =

(

∇ũ · ∇φ̃/|∇φ̃|
)∣

∣

∣

B
(1.11)

where ũ and φ̃ are biquadratic interpolant respectively of u and φ on the
Upwind nine-point stencil St9 represented in Figure 1.4 (n

x
G > 0, ny

G > 0):

St9 =
{

G+ h(sx k1, sy k2) : (k1, k2) ∈ {0, 1, 2}2
}

, (1.12)

where sx = sgn(xB − xG) and sy = sgn(yB − yG), with the notation P ≡
(xP , yP ), for P = G,B.
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Fig. 1.3: discretization of Ω in two
space dimensions. B is the boundary
closest point to G, while Qx and Qy

are the two upwind close points to
G.
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Fig. 1.4: nine-point stencil in upwind
direction for the discretization of the
Neumann boundary condition concern-
ing the ghost point G

1.2.1.3 Remarks

Remark 1. (Error in the gradient) If we were interested in second order
accuracy just of the solution, we could use a linear interpolation for uh(B)
in grid points P,A1, A2, A3 (see Fig. 1.4). Since in general we want to obtain
second order accuracy also in the gradient, we use biquadratic interpolation
for both Dirichlet and Neumann conditions. We show in Example 1.4.2 that
we obtain second order accuracy also in the gradient. The accuracy of the
gradient is computed by the seminorm of the Sobolev space W 1,q(Ω), i.e.

|u− uh|W 1,q(Ω) = ‖∇u−∇huh‖Lq(Ω)

where ∇huh is computed by central difference and for q = 2.

Remark 2. (Efficient stencil) We propose a more efficient stencil to
reconstruct the normal derivative. We observe we just need to reconstruct
the gradient of the solution u at the closest point B. We can reconstruct
for instance the partial derivative ∂u/∂x as follows (for ∂u/∂y is similar).
Consider the six-point stencil depicted in Figure 1.5. Then

∂uh

∂x

∣

∣

∣

∣

B

= ϑy
∂uh

∂x

∣

∣

∣

∣

H′
+ (1− ϑy)

∂uh

∂x

∣

∣

∣

∣

H

Now, relating to Figure 1.5, we reconstruct ∂uh/∂x inH
′ [H] using a quadratic

interpolation of u in P1, P2, P [P ′1, P
′
2, P

′] and differentiating it in H [H ′]. Ul-
timately, we use a six-point stencil to reconstruct the x-derivative, that is
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more efficient than using a nine-point stencil. The computational cost im-
provement is more evident in three dimension, where a 12-point stencil is
used instead of a 27-point stencil.

Remark 3. (Outside points) In some case, we cannot have all nine
points of the upwind stencil in Figure 1.4 at our disposal, because some
of these points may be neither a point of Ωh nor a (ghost) point of Γh.
We call them outside points (e.g. point P2 in Fig. 1.6). Then, when an
outside point is one of the nine points of the stencil of Figure 1.4, we use
a different approach to discretize the Neumann condition. The six-point
stencil described in the previous remark is easier to deal if some grid point
is an outside point. For example, if we are in the case of Figure 1.6, point
P2 is an outside point. Then, we just use a first-order reconstruction in H:

∂uh

∂x

∣

∣

∣

∣

H

=
uP − uP1

h
,

leaving the second order reconstruction in H ′ unchanged. We will see numer-
ically in Section 1.4 (Ex. 1.4.3) that even if we are in the case of Figure 1.6
(P2 is an outside point), we do not loose the overall second order accuracy of
the solution.

We suppose the spatial step h is less than the minimum radius of cur-
vature of the boundary ∂Ω, in order to capture the profile of the boundary.
With this assumption, the reduced stencil rarely appears, and when it ap-
pears the closest point B is almost aligned with P ′, P ′1, P

′
2. Therefore, the

second order reconstruction in H ′ is weighted much more than the first order
reconstruction in H. This may be the reason for which we do not loose the
overall second order accuracy (this aspect may seem not evident in Figure
1.6, but we have to keep in mind that spatial step h is usually much smaller
than mean curvature radius of the boundary).

1.2.2 1D discretization

In order to study some properties of the discretization, such as ill conditioned
extrapolation, we analyze the easier 1D problem:

Model problem 2

−u′′ = f in [a, b] ⊆ [−1, 1] (1.13)

u(a) = ga (1.14)

u′(b) = gb (1.15)
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Fig. 1.5: Six-point stencil for the sec-
ond order reconstruction of ∂u/∂x in
HP by linear interpolation of 1D recon-
structions of ∂u/∂x in H and H ′.
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Fig. 1.6: P2 is an outside point, then
is not involved in calculus of the re-
construction. Anyway, the point HP is
closer to the line P ′−P ′2 with respect to
the line P−P2 and the first-order recon-
struction in H has a very small weight
in the linear interpolation.
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Fig. 1.7: Discretization of the domain in 1D.

Let l and r be such that xl ≤ a < xl+1, xr−1 < b < xr, and ϑl = (xl+1−a)/h,
ϑr = (b− xr−1)/h (see Figure 1.7).

In one dimension, the nine-point stencil of Fig. 1.4 reduces to a three-
point stencil, and the discretization of Section 1.2 consists in a simple 1D
extrapolation. The linear system becomes:

− 1

h2
(ui−1 − 2ui + ui+1) = fi i = l + 1, . . . , r − 1(1.16)

(1 + ϑl)
ϑl

2
ul + (1 + ϑl)(1− ϑl)ul+1 − (1− ϑl)

ϑl

2
ul+2 = ga (1.17)

1

h

(

ur−1 − ur−2 + (ur−2 − 2ur−1 + ur)

(

1

2
+ ϑr

))

= gb (1.18)

We observe that Eq. 1.17 is like performing a quadratic extrapolation of
the numerical solution in xl+1 and a to obtain the value in xl. When ϑl is
very small, this quadratic extrapolation is not too much accurate and leads
to an ill-conditioned system. Then, the error is quite over the best-fit line
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(which maintains a second order accuracy slope), as we can observe in Figure
1.13 of Example 1.4.1.

1.3 Some extensions

In this section we show how the approach can be used in more general cases,
which are of great relevance in practical applications. In particular, we con-
sider extension of the method to variable coefficients, anisotropic operators,
and domains with singularities.

1.3.1 Robin boundary conditions

So far we have considered the model problem 1 with mixed boundary con-
ditions. Indeed, the same approach to discretize the boundary conditions
works with the more general Robin boundary conditions. In such case, the
model problem 1 becomes:

Model problem 3

−∆u = f in Ω (1.19)

αu+ β
∂u

∂n
= g on Γ (1.20)

where Γ = ∂Ω, while α, β : Γ→ R and g : Γ→ R are assigned functions, with
α, β ≥ 0.

The model problem 1 is a particular case of the model problem 3, choos-
ing α = χΓD

and β = χΓN
, where χA : Γ → R denotes the characteristic

function over A ⊆ Γ. The discretization of the model problem 3 is obtained
straightforwardly from the discretization of the model problem 1 described
in Section 1.2.

1.3.2 Variable diffusion coefficient

The whole procedure (numerical method and convergence proof) can be ex-
tended to the case of variable diffusion coefficient, i.e. we replace the Lapla-
cian operator ∆u by a more general operator∇·(γ∇u). The model problem 1
becomes:
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Model problem 4

−∇ · (γ∇u) = f in Ω

u = gD on ΓD

∂u

∂n
= gN on ΓN

where γ : Ω→ R is an assigned positive function.

Observe that actually Neumann boundary condition should be γ∂u/∂n = gN ,
but we can rename gN : = gN/γ and consider the usual Neumann condition
we dealt up to now.

Let us suppose we know the function γ only in the grid points and let
γi,j = γ(jh, ih). The discretized system is obtained in the same manner as
the one described in Sec. 1.2, according to replace (1.6) with:

− 1

h2
(

γi+1/2,j (ui+1,j − ui,j) + γi−1/2,j (ui−1,j − ui,j)

+γi,j+1/2 (ui,j+1 − ui,j) + γi,j−1/2 (ui,j−1 − ui,j)
)

= fi,j

where γi±1/2,j = (γi,j + γi±1,j)/2, γi,j±1/2 = (γi,j + γi,j±1)/2.
In the case of smooth coefficient γ, the method maintains the prescribed

second order accuracy (see Examples 1.4.3, 1.4.4, 1.4.7, 1.4.13). If the coef-
ficient γ is not smooth, then a loss of accuracy is observed. The important
case of piecewise smooth coefficient, which models, for example, a system
composed by different materials separated by an interface, and second order
accuracy is desired, is described in Chapter 3.

1.3.3 Anisotropic case

In this section we describe how to extend this technique to the case of variable
matrix coefficient. Let us consider the Model Problem:

Model problem 5

−∇ · (A∇u) = f in Ω (1.21)

u = gD on ΓD (1.22)

∇u ·N = gN on ΓN (1.23)

where A = (ai,j)i,j=1,2 : Ω → R
2×2 is a symmetric positive definite variable

matrix, and N = A · n is the co-normal vector to the boundary.
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Expanding 1.23, we obtain:

−
(

∂a11
∂x

∂u

∂x
+

∂a12
∂x

∂u

∂y
+

∂a12
∂y

∂u

∂x
+

∂a22
∂y

∂u

∂y

+ a11
∂2u

∂x2
+ 2a12

∂2u

∂x∂y
+ a22

∂2u

∂y2

)

= f. (1.24)

First, we observe that we need to know the value of A also in ghost
points, due to the presence of coefficient derivatives. If we know the matrix
A just in inside grid nodes, its ghost value can be obtained by second order
accurate extrapolation [12], or if we know A also on the boundary, we can
enforce such boundary value as a boundary condition, obtaining ghost values
by biquadratic extrapolation, using the usual nine-point stencil in Upwind
direction.

All the spatial derivatives appearing in (1.24) can be discretized by central
differences. In this case, the stencil will be composed by nine points instead
of five, due to the presence of the mixed derivative term ∂2u/∂x∂y, which
can be discretized by the standard stencil:

∂2u

∂x∂y
≈ 1

4 h2





1 0 1
0 0 0
1 0 1



 ui,j =
ui+1,j+1 + ui−1,j−1 − ui+1,j−1 − ui−1,j+1

4 h2
.

The whole stencil for an inside grid point results in a nine-points stencil. In
order to keep the same set Γh of ghost points as in the isotropic case, we
modify this nine-point stencil into a seven-point stencil for inside grid points
close to the boundary (see Fig. 1.8). In details, if a grid point (x, y) ∈
Ωh satisfies |φ(x, y)| < h, then we compute the normal n ≡ (nx, ny) =
∇φ/ |∇φ|. Then, if nx · ny ≥ 0, we use the following discretization for the
mixed derivative:

∂2u

∂x∂y
≈ 1

2 h2





−1 1 0
1 −2 1
0 1 −1



 ui,j

while, if nx · ny < 0, we use:

∂2u

∂x∂y
≈ 1

2 h2





0 1 1
−1 2 1
1 −1 0



 ui,j.

For an explanation of such stencils see for instance [105, pag. 264].
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We observe that, for the Neumann boundary condition, we always find
the closest boundary point to the ghost point and set the nine-point stencil in
Upwind direction with respect to n, but we discretize the numerical derivative
along the co-normal direction N (see Fig. 1.9). This mismatching may lead
to a non-Upwind discretization for the co-normal derivative, especially for
strongly anisotropic operators.

1

4 h2





1 0 1
0 0 0
1 0 1





1

4 h2





−1 1 0
1 −2 1
0 1 −1





1

4 h2





0 1 1
−1 2 1
1 −1 0





Fig. 1.8: The stencil for the mixed derivative changes accordingly to the distance
from the boundary and to the normal direction.

1.3.4 Sharp-edged domain

The method is designed for C1 boundaries. Some extension is however possi-
ble when the boundary is only Lipschitz continuous, i.e. in presence of kinks
due to the intersection or union of two smooth domains. We observe that,
although it is possible to have an exact solution with singular gradients (due
to the lack of regularity of the boundary, even if boundary conditions and
sources are smooth), the numerical tests of Section 1.4 (1.4.10, 1.4.11 and
1.4.7) are limited to cases where the solution is smooth.

Let us describe how to modify the method near kink points due to inter-
section of two domains (if we are near the union of two domains the approach
is similar). In particular, let us consider the two-dimensional case. Let

Ω1 =
{

(x, y) ∈ R
2 : φ1(x, y) < 0

}

, Ω2 =
{

(x, y) ∈ R
2 : φ2(x, y) < 0

}

be two domains with non-empty intersection, and let Ω = Ω1 ∩Ω2 as in Fig.
1.10.
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Fig. 1.9: The stencil is in Upwind
direction with respect to the normal
vector nP computed in P , while the
discretization is performed along the
co-normal direction N.

�

��

��

�
�

�
	

Fig. 1.10: Domain as intersection of
two smooth domains (Section 1.3.4).

The domain Ω is described by the level set function φ = max {φ1, φ2}
(φ = min {φ1, φ2} in case of union of domains) and the approach proposed so
far easily applies also in this case, but a special treatment is needed close to
the kink points of the intersection ∂Ω1∩∂Ω2, because if we use the numerical
method proposed so far using the level-set function φ = max {φ1, φ2}, the
slope of the best-fit line in the accuracy test is just first order (even for L1-
error), as we can see in the Ex. 1.4.10, and this is due to the discontinuity
of ∇φ near the intersection between the two domains. In fact, referring to
the Fig. 1.12, let us consider the ghost point P . Computing the boundary
closest point using the level-set function φ we obtain H and the segment PH
is not normal to the boundary. Moreover, the normal to the boundary in the
point H computed using the stencil P,Q, P1, . . . , P7 is incorrect (the arrow is
normal to the approximation of the zero level-set of φ showed by the dashed
red line). We must use a different approach if we want to preserve second
order accuracy.

We refer to Fig. 1.11. Let us suppose we want to compute the solu-
tion in the ghost point P3. To do that, we must use the (reduced) stencil
P, P1, P2, P3. We involve the grid point P2 in our computation and we must
write an additional equation for it. Computing the boundary closest point
using the level-set function φ may produce an incorrect result, because φ
has a discontinuous gradient near the kink point K. Using separately the
two level-set functions φ1 and φ2, we can compute the two boundary closest
points (respectively to ∂Ω1 and ∂Ω2) M and N . Neither M nor N belongs
to ∂Ω, then we cannot use any boundary condition from them. Therefore,
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Fig. 1.11: Incorrect direction of the
normal near the intersection between
the two domains. This is due to the
discontinuity of ∇φ.
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Fig. 1.12: Treatment of the kink
points described in Section 1.3.4.

we find the point K ′ from P2, N,M solving the system:
{

(M −K ′) · (M − P2) = 0
(N −K ′) · (N − P2) = 0

The point K ′ is a second order accurate approximation of the exact kink
point K. Using the nine-point stencil P, P1, . . . , P8, we enforce the boundary
condition in K to match the biquadratic interpolation in K ′. In details, if
K ′ ∈ ∂ΓD, we enforce ũ(K ′) = gD(K), otherwise (∇ũ · ni)(K

′) = gN(K),

where ni = ∇φ̃i/
∣

∣

∣
∇φ̃i

∣

∣

∣
, while ũ and φ̃i are the biquadratic interpolant re-

spectively of u and φi in the nine-point stencil. We have to choose either
i = 1 or i = 2. In order to prevent as much as possible the Upwind direction
of the stencil, we choice i such that ni is closest to P2 −K ′, i.e., the scalar
product ni · (P2 −K ′) is minimum. A numerical test over a cardioid shaped
domain with one level-set is performed in Ex. 1.4.9. The accuracy order in
L∞ is about 1.65. In Ex. 1.4.10 we compare the two approaches (one unique
level-set with sharp gradient and two smooth level-set functions), showing
that the second one improves the accuracy, reaching second order.

A numerical test (Ex. 1.4.10) on the use of this technique is provided,
while a more complicated geometry with both union and intersection of do-
mains (the pentagon star) is treated in Ex. 1.4.11.

1.4 Numerical tests

This section provides numerical tests showing second order accuracy in 1D,
2D and 3D. We will start from 1D case, showing that very small ϑ does not
degrade the convergence (Sec. 1.2.2).
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Then we switch to 2D case, starting with a simple geometry, such as
the circular domain with both mixed (Example 1.4.2) and Robin (Example
1.4.3) boundary condition. In the first example, we also show the second or-
der accuracy of the gradient of the numerical solution (Remark of the Section
1.2.1.2); in the second example we will see how reduction of the stencil de-
scribed in Section 1.2.1.3 does not degrade the second order accuracy. After,
we provide examples with flower-shaped domain (Fig. 1.20) with mixed and
Robin boundary conditions (Ex. 1.4.4). Another example over a stronger
flower-shaped domain (Fig. 1.23) is provided (Ex. 1.4.6). In Example 1.4.5
a comparison between our method and the method proposed in [46] is pro-
vided. Then, a numerical test over a domain with a saddle point (Ex. 1.4.7)
is provided as well. The anisotropic case with a variable matrix coefficient
described in Section 1.3.3 is tested in Example 1.4.8. Therefore, we analyze
the case of domain with boundary kink points, making a comparison between
the method with a unique level-set function (whose gradient is discontinuous
near kink points) and the approach with two smooth level-set functions (de-
scribed in Section 1.3.4). First example is the cardioid-shaped domain (see
Figure 1.29). Even though we use a unique level-set function, we observe an
accuracy close to 1.65 for the L∞-error. In case of more complicated geome-
tries we observe a substantial loss of accuracy: in Ex. 1.4.10 the domain is
the intersection between two smooth domains and a comparison between the
two methods (unique level-set function and two smooth level-set functions)
is provided, showing as the second one provides second order. Then, in Ex.
1.4.11 a test in presence of more kink points (pentagon star) taken from [110]
is adopted. Last two numerical tests are in the 3D case (Examples 1.4.12,
1.4.13).

In all tests we choose an analytical expressions of the exact solution u
and diffusion coefficient γ and reconstruct the data of the problem (f , gD
and gN for mixed boundary conditions, or f and g for Robin boundary con-
ditions). We also choose an analytical expression of the level-set function φ0
and reinitialize it to signed distance function φ. Recall that we suppose to
know φ only in grid nodes.

Most of the numerical tests was taken from [46], [47], [87].
Numerical tests (in 2D and 3D) are related to as general as possible case,
namely variable diffusion coefficient problem with Robin boundary condi-
tions:

−∇ · (γ∇u) = f in Ω (1.25)

αu+ β
∂u

∂n
= g on Γ (1.26)
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where Γ = ∂Ω, while f : Ω → R, γ : Ω → R, α : Γ → R, β : Γ → R and
g : Γ → R are assigned functions. In each test it is specified if it reduces to
mixed boundary condition (we always choose Dirichlet boundary condition
for all points (x, y) ∈ Γ such that x ≤ 0, Neumann boundary condition oth-
erwise), or constant diffusion coefficient (γ = 1).

The linear system is solved by the multigrid technique described later in
Chapter 2.
In all the following tables, the values in the column of the accuracy order are
computed as

log (ei−1/ei)

log (Ni/Ni−1)
,

where ei is the error indicated in the i-th row.

1.4.1 1D Numerical test
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Fig. 1.13: Representation of the
L∞-error reported in Table 1.14
(Example 1.4.1). The slope of
the best-fit lines is s = −2.00.
The piece-wise straight line is ϑl.
When ϑl is very small, the error
is larger.

N L∞-error order ϑl

24 2.46 ·10−3 - 1.19 ·10−13
27 2.33 ·10−3 0.44 0.06
29 1.66 ·10−3 4.79 0.44
33 1.79 ·10−3 -0.59 0.19
36 1.48 ·10−3 2.20 0.25
40 8.85 ·10−4 4.85 2.02 ·10−13
44 1.01 ·10−3 -1.43 0.75
48 6.15 ·10−4 5.76 0.50
53 1.79 ·10−3 -10.81 0.94
59 4.93 ·10−4 12.04 0.06
65 4.69 ·10−4 0.52 0.19
71 3.59 ·10−4 3.02 0.31
79 4.88 ·10−4 -2.88 0.81
87 2.40 ·10−4 7.35 0.31
96 1.57 ·10−4 4.34 0.50
105 1.14 ·10−4 3.58 0.69
116 1.46 ·10−4 -2.53 0.25

Fig. 1.14: Example 1.4.1.
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Let us consider the one-dimensional model problem 2 (1.13)-(1.15) with
an exact solution u = ex

2

, over [−a, a] ⊆ [−1, 1], with a = 0.3725 + 10−15,
in order to have a very small ϑl when the number of grid points is n = 24
or n = 40. Table 1.14 shows the numerical results, and the convergence is
guaranteed even with very small ϑl (but the accuracy order computed by
subsequent error data is small as ϑl is small). Figure 1.13 shows the second
order slope of the best-fit line for the L∞-error. In this figure we also report
the values of ϑl, showing that the error is larger for smaller values of ϑl.
Remark Table 1.14 shows some negative convergence order in fifth column.
In fact, small values of ϑ cause inaccuracy that leads to negative convergence
order. Anyway, in this numerical test two subsequent grids have almost
the same number of points. Then, the accuracy of the local approximation
oscillates due to interpolation errors in points that are not grid points. Such
errors decrease on average when the grid is refined, but may fluctuate for
grids with almost the same number of points, leading to a non-monotone
behavior.

1.4.2 2D Numerical test: Circular domain with mixed
boundary condition
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Fig. 1.15: Representation of the L∞-
error for the solution (left) and the
gradient (right) reported in Table
1.1 (Example 1.4.2). The slope of
the best-fit lines is respectively s =
−1.92 and s = −1.97.
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Fig. 1.16: Numerical solution of the
Example 1.4.2 with n = 64 over a
circular domain. The (blue) circle
points represent the exact solution,
while (red) dot points represent the
numerical solution.

Let us consider the two-dimensional problem (1.25),(1.26) with γ = 1 and
with an exact solution u = 2 + cos(2πx) ∗ sin(2πy), over a circular domain
centered at the origin and with radius r = 0.813. We test the case of mixed
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boundary condition and show the second order accuracy of the gradient.
Table 1.1 shows the numerical results, while in Figure 1.16 we depict the
solution. Figure 1.15 shows the second order slope of the best-fit line for the
L∞-error of the solution and the gradient. The errors in the gradient are
computed in the seminorm of the Sobolev space W 1,q(Ω), i.e.

|u− uh|W 1,q(Ω) = ‖∇u−∇huh‖Lq(Ω) .

for q = 2. The gradient of the numerical solution is computed in inside points
by central differences.

Table 1.1: Example 1.4.2.

No. of grid points ‖u− uh‖∞ order ‖∇u−∇uh‖2 order

32 · 32 3.45 ·10−2 - 6.10 ·10−2 -
64 · 64 1.17 ·10−2 1.56 1.70 ·10−2 1.84
128 · 128 2.77 ·10−3 2.08 4.16 ·10−3 2.03
256 · 256 6.67 ·10−4 2.05 1.02 ·10−3 2.03

1.4.3 Circular domain with Robin boundary condition
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Fig. 1.17: Representation of the L1-
error (left) and L∞-error (right) re-
ported in Table 1.2 (Example 1.4.3).
The slope of the best-fit lines is re-
spectively s = −2.07 and s = −2.06.

Fig. 1.18: Reduction of the stencil
(described in Section 1.2.1.3). The
star-shaped grid points are the in-
side grid points, the circle points are
the ghost points, the solid line is the
boundary of Ω, the dashed lines are
the normal vectors to the boundary.
Stencil for ghost points must be re-
duced as described in Section 1.2.1.3

In this Example we show that the stencil reduction described in Section
1.2.1.3 does not degrade the second order accuracy. In fact, when n = 80,
the discretization requires a reduction of the stencil in a ghost point, as we
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can see in Figure 1.18.
Let us consider the two-dimensional problem (1.25),(1.26) with γ = 2 +
sin (xy) and with an exact solution u = exy, over a circular domain centered
at the origin and with radius r = 0.813. We have Robin boundary condition
with α(x, y) = β(x, y) = 0.5. Table 1.2 shows the numerical results. Figure
1.17 shows the second order slope of the best-fit line for the L1-error and
L∞-error.

Table 1.2: Example 1.4.3.

No. of grid points L1-error order L∞-error order

40 · 40 3.10 ·10−4 - 4.13 ·10−4 -
80 · 80 8.81 ·10−5 1.82 1.21 ·10−4 1.77
160 · 160 2.14 ·10−5 2.04 2.88 ·10−5 2.07
320 · 320 6.31 ·10−6 1.76 8.46 ·10−6 1.77

1.4.4 Flower shaped domain with mixed boundary con-
dition
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Fig. 1.19: Representation of the L∞-
error reported in Table 1.3 (Exam-
ple 1.4.4) in case of mixed (left) and
Robin (right) boundary conditions.
The slope of the best-fit lines is re-
spectively s = −1.89 and s = −1.91.
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Fig. 1.20: Numerical solution of the
Example 1.4.4 with n = 64 over the
flower-shaped domain of Figure 1.20.
The (blue) circle points represent the
exact solution, while (red) dot points
represent the numerical solution.

Let us consider the two-dimensional problem (1.25),(1.26) over a flower-
shaped domain represented in Figure 1.20 and defined by the zero level-set

φ = r − 0.5− y5 + 5x4y − 10x2y3

5r5
, r =

√

x2 + y2.
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Fig. 1.21: Comparison between our method and the method proposed in [46].

We test the case of mixed boundary conditions (test (M)) with γ = 1 and
with an exact solution u = x2+y2, and the case of Robin boundary conditions
with α(x, y) = β(x, y) = 0.5 (test (R)), with γ = 2 + sin (xy) and with an
exact solution u = exy. Table 1.3 shows the numerical results. Figure 1.19
shows the second order slope of the best-fit line for the L∞-error. Fig. 1.20
shows the numerical solution over the domain.

Table 1.3: Example 1.4.4.

No. of grid pts L∞-error ((M)) order L∞-error ((R)) order

32 · 32 2.60 ·10−2 - 7.65 ·10−3 -
64 · 64 8.80 ·10−3 1.56 2.43 ·10−3 1.66
128 · 128 1.98 ·10−3 2.15 8.59 ·10−4 1.50
256 · 256 5.39 ·10−4 1.88 1.31 ·10−4 2.72

1.4.5 Flower shaped domain with Dirichlet boundary
condition: comparison with the method [46]

In this Example we compare the numerical results between our method and
the method proposed in [46]. We recall the method proposed in [46] apply
to Dirichlet boundary condition, then we have to reduce our technique to
the case of pure Dirichlet condition to make comparison. We will see that
our method, even though is second order accurate, provide a greater error
than in [46]. A possible explanation is that the method proposed in [46] may
define more than one value in each ghost point, unlike our method, which
defines just one value for each ghost point. In details, referring to the Fig.
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1.21, the method [46] consists in discretizing the Laplace operator (1.6) in
the inside grid points P1 and P2, and using the linear interpolation to define
the numerical value in the ghost points belonging to the five-point stencil.
For instance, the ghost point G belongs either to the stencil centered in P1
or in P2. Then we have two value in G:

ϑ1u
(1)
G + (1− ϑ1)uP1

= g(B1)

ϑ2u
(2)
G + (1− ϑ2)uP2

= g(B2)

Both equations are solved respectively for u
(1)
G and u

(2)
G , and these value are

plugged in (1.6), written resp. for P1 and P2.
Let us consider the two-dimensional problem (1.25),(1.26) with γ = 1

and with an exact solution u = x2 + y2, over the flower-shaped domain of
Ex. 1.4.4. We have Dirichlet boundary condition on all the boundary. Table
1.4 shows the numerical results and compare them with the results taken
from [46].

Table 1.4: These two tables refer to the Example 1.4.5 (top) and the numerical
results from [46] (bottom).

No. of grid points L1-error order L∞-error order

101 · 101 1.8536 ·10−4 - 5.8390 ·10−4 -
201 · 201 5.4324 ·10−5 1.7707 1.0523 ·10−4 2.4722
401 · 401 1.3104 ·10−5 2.0515 2.5508 ·10−5 2.0445

No. of grid points L1-error order L∞-error order

101 · 101 7.329 ·10−5 - 9.777 ·10−5 -
201 · 201 1.776 ·10−5 2.04 2.427 ·10−5 2.01
401 · 401 4.714 ·10−6 1.92 6.178 ·10−6 1.97

1.4.6 Strong flower-shaped domain

Let us consider the two-dimensional problem (1.25),(1.26) with γ = 1 and
with an exact solution u = x2 + y2, over a flower-shaped domain showed in
Figure 1.23 and defined by the zero level-set of

φ = r − 0.5− y5 + 5x4y − 10x2y3

3r5
, r =

√

x2 + y2.

We have Dirichlet boundary condition for all points (x, y) ∈ ∂Ω such that x ≤
0, Neumann boundary condition otherwise. Table 1.5 shows the numerical
results, while in Figure 1.23 we depict the solution. Figure 1.22 shows the
second order slope of the best-fit line for the L1-error and L∞-error.
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Fig. 1.22: Representation of the L1-
error (left) and L∞-error (right) re-
ported in Table 1.5 (Example 1.4.6).
The slope of the best-fit lines is re-
spectively s = −1.79 and s = −1.95.
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Fig. 1.23: Numerical solution of the
Example 1.4.6 with n = 64 over the
flower-shaped domain of Figure 1.23.
The (blue) circle points represent the
exact solution, while (red) dot points
represent the numerical solution.

Table 1.5: Example 1.4.6.

No. of grid points L1-error order L∞-error order

32 · 32 2.00 ·10−2 - 8.42 ·10−2 -
64 · 64 2.77 ·10−3 2.86 1.41 ·10−2 2.57
128 · 128 1.24 ·10−3 1.16 4.59 ·10−3 1.62
256 · 256 4.21 ·10−4 1.56 1.35 ·10−3 1.77

1.4.7 Domain with a saddle point

Let us consider the two-dimensional problem (1.25),(1.26) with γ = 2 +
sin (πx) cos (πy) and with an exact solution u = 2+cos (πx) sin (πy) over the
domain showed in Figure 1.25 and defined by the zero level-set of

φ(x, y) = 16y4 − x4 − 32y2 + 9x2.

We test the case of mixed boundary conditions (test (M)) and the case of
Robin boundary condition with α(x, y) = β(x, y) = 0.5 for each (x, y) ∈ Γ
(test (R)). Table 1.6 shows the numerical results. Figure 1.24 shows the
second order slope of the best-fit line for the L∞-error.
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Fig. 1.24: Representation of the L∞-
error reported in Table 1.6 (Exam-
ple 1.4.7) in case of mixed (left) and
Robin (right) boundary conditions.
The slope of the best-fit lines is re-
spectively s = −2.15 and s = −1.92.
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Fig. 1.25: Numerical solution of the
Example 1.4.7 with n = 64 over a do-
main with a saddle point. The (blue)
circle points represent the exact so-
lution, while (red) dot points repre-
sent the numerical solution.

Table 1.6: Example 1.4.7.

No. of grid pts L∞-error (M) order L∞-error (R) order

32 · 32 4.87 ·10−2 - 2.09 ·10−2 -
64 · 64 8.74 ·10−3 2.48 4.33 ·10−3 2.27
128 · 128 2.18 ·10−3 2.00 1.31 ·10−3 1.72
256 · 256 5.40 ·10−4 2.01 3.65 ·10−4 1.84
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Fig. 1.26: Representation of the di-
rection of the co-normal vectors (red
arrays) with respect to the bound-
ary.
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Fig. 1.27: Representation of the L1-
error (left) and L∞-error (right) re-
ported in Table 1.7 (Example 1.4.8).
The slope of the best-fit lines is re-
spectively s = −2.05 and s = −2.05.

1.4.8 Anisotropic case

This example is taken from [58] but it is applied to a simpler geometry. Let
us consider the two-dimensional problem of Sec. 1.3.3 with

A =

(

2 + xy 1 + xy
1 + xy 3 + xy

)
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and with an exact solution u = sin (πx) cos (πy), over a circular domain
centered at the origin and with radius r = 0.813. We have Dirichlet boundary
condition for all points (x, y) ∈ ∂Ω such that x ≤ 0, Neumann boundary
condition otherwise. Table 1.7 shows the numerical results, while Figure
1.27 shows the second order slope of the best-fit line for the L1-error and L∞-
error. In Fig. 1.26 we can observe the direction of the co-normal direction
with respect to the boundary.

Table 1.7: Example 1.4.8.

No. of grid points L1-error order L∞-error order

32 · 32 4.4740 ·10−4 - 9.5728 ·10−4 -
64 · 64 1.0732 ·10−4 2.0596 2.2661 ·10−4 2.0787
128 · 128 2.5801 ·10−5 2.0565 5.4547 ·10−5 2.0546
256 · 256 6.2621 ·10−6 2.0427 1.3355 ·10−5 2.0301

1.4.9 Cardioid-shaped domain
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Fig. 1.28: Representation of the L∞-
error reported in Table 1.8 (Exam-
ple 1.4.9) in case of mixed (left) and
Robin (right) boundary conditions.
The slope of the best-fit lines is re-
spectively s = −1.94 and s = −1.66.
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Fig. 1.29: Numerical solution of the
Example 1.4.9 with n = 80 over the
cardioid-shaped domain. The (blue)
circle points represent the exact so-
lution, while (red) dot points repre-
sent the numerical solution.

Let us consider the two-dimensional problem (1.25),(1.26) with γ = exy

and with an exact solution u = 2 + cos (πx) sin (πy), over a cardioid-shaped
domain (see Fig. 1.4.9) and defined by the zero level-set of

φ(x, y) =
(

3
(

x2 + y2
)

− x
)2 − x2 − y2.
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We test the case of mixed boundary condition (test (M)) and the case of
Robin boundary condition with α(x, y) = β(x, y) = 0.5 (test (R)). Table
1.8 shows the numerical results. Figure 1.28 shows a loss of accuracy for
the L∞-error because the kink in the boundary. In case of kink points the
approach of using two level-set functions instead of one near kink points (see
Sec. 1.3.4) may improve the accuracy (Ex. 1.4.10 and 1.4.11).

Table 1.8: Example 1.4.9.

No. of grid pts L∞-error (M) order L∞-error (R) order

32 · 32 4.87 ·10−2 - 2.09 ·10−2 -
64 · 64 8.74 ·10−3 2.48 4.33 ·10−3 2.27
128 · 128 2.18 ·10−3 2.00 1.31 ·10−3 1.72
256 · 256 5.40 ·10−4 2.01 3.65 ·10−4 1.84

1.4.10 Domain as intersection between two domains
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Fig. 1.30: Domain of the Ex.
1.4.10
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Fig. 1.31: Representation of the L∞-error for
test (a) (left) and test (b) (right), reported
in Table 1.9 (Example 1.4.10). The slope of
the best-fit lines is respectively s = −0.50
and s = −1.92.

Let us consider the two-dimensional problem

−∆u = f in Ω

u = gD on ΓD

∂u

∂n
= gN on ΓN
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and with an exact solution u = x2 + y2, over the domain Ω depicted in Fig.
1.30, intersection between the circle centered at (0, 0) and radius r = 0.5 and
the half-plane of equation 0.0313− y cos(1/16)− x sin(1/16) < 0. We choose

ΓD =
{

(x, y) : x2 + y2 = r2
}

∩ Ω̄

ΓN = {(x, y) : 0.0313− y cos(1/16)− x sin(1/16) = 0} ∩ Ω̄
In this example the domain has two kink points and the treatment is de-
scribed in Section 1.3.4. A comparison between the method with one unique
level-set function φ = max {φ1, φ2} (test (a)) and two smooth level-set func-
tions (test (b)) is provided.
Table 1.9 shows the numerical results, while Figure 1.31 shows the low order
slope of the best-fit line for the L1-error for test (a), while a better accuracy
is observed for test (b) for the L1-error and the L∞-error. Loss of accuracy
for test (a) is due to the inaccurate normal direction computed close to the
intersection between the two domains. In fact, referring to the figure 1.12,
the normal to the boundary in the point H is completely wrong (due to
the discontinuity of ∇φ) and the method impose that along this direction
the derivative of the solution should be gN , while such derivative should be
along the normal derivative. This lead to an incorrect value for the numerical
solution in P (which even is O(1)) and to a completely wrong solution.

Table 1.9: Example 1.4.10.

test (a)

No. of grid points L1-error order

40 · 40 1.35 ·10−3 -
80 · 80 6.65 ·10−4 1.02
160 · 160 6.75 ·10−4 -0.021

test (b)

No. of grid points L1-error order L∞-error order

20 · 20 1.0320 ·10−3 - 1.8140 ·10−3 -
40 · 40 2.6300 ·10−4 1.9723 4.5600 ·10−4 1.9921
80 · 80 6.9000 ·10−5 1.9304 1.3100 ·10−4 1.7995
160 · 160 1.7000 ·10−5 2.0211 3.3000 ·10−5 1.9890

1.4.11 Boundary with more kink points: pentagon star

The geometry of this example is taken, for instance, from [110, 58]. Let us
consider a more complicated geometry, given by the pentagon star depicted
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Fig. 1.32: Pentagon star of the Ex.
1.4.11.
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Fig. 1.33: Representation of the
L1-error (left) and L∞-error (right)
reported in Table 1.10 (Example
1.4.11). The slope of the best-fit
lines is respectively s = −2.13 and
s = −2.05.

in Fig. 1.32. Note that some kink points are due to the intersection of
domains, while some others are due to the union of domains. The special
treatment of the kink points is described in Sec. 1.3.4. The boundary of the
star is composed by ten sides, which are aligned in groups of two. Then, the
whole boundary may be described by five level-set functions:

φi(x, y) = (x− x0) cosϑi + (y − y0) sinϑi −R sinϑt/2, i = 1, . . . , 5

where x0 = 0.06, y0 = 0.08, R = 6/7, ϑt = π/5 and ϑi = ϑr+ϑt/2+2(i−1)ϑt

with ϑr = π/14. In this case, the domain can be identified by:

Ω =

{

(x, y) ∈ D :
5

∑

i=1

φi(x, y) ≥ 4

}

.

Let us choose an exact solution u = sin(2πx) cos(2πy) and a coefficient γ =
1. We have Dirichlet boundary condition for all points (x, y) ∈ ∂Ω such
that x ≤ 0, Neumann boundary condition otherwise. Table 1.10 shows the
numerical results. Figure 1.33 shows the second order slope of the best-fit
line for the L1-error and L∞-error.

1.4.12 3D Numerical tests: mixed boundary condition

Let us consider the three-dimensional problem (1.25),(1.26) with γ = 1 and
with an exact solution u = e−(x+y+z), over a spheric domain centered at the
origin and with radius r = 0.713. We have Dirichlet boundary condition
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Table 1.10: Example 1.4.11.

No. of grid points L1-error order L∞-error order

20 · 20 5.0140 ·10−2 - 5.1696 ·10−1 -
40 · 40 1.6493 ·10−2 1.6619 1.0771 ·10−1 2.3444
80 · 80 3.4183 ·10−3 2.3114 3.5336 ·10−2 1.6369
160 · 160 6.7910 ·10−4 2.3526 7.2322 ·10−3 2.3093

for all points (x, y) ∈ ∂Ω such that x ≤ 0, Neumann boundary condition
otherwise. Table 1.11 shows the numerical results. Figure 1.34 shows the
second order slope of the best-fit line for the L1-error and L∞-error.

Table 1.11: Example 1.4.12.

No. of grid points L1-error order L∞-error order

32 · 32 · 32 8.7107 ·10−4 - 4.5800 ·10−3 -
48 · 48 · 48 3.4747 ·10−4 2.2667 2.4111 ·10−3 1.5824
64 · 64 · 64 2.2000 ·10−4 1.5887 1.1274 ·10−3 2.6424

1.4.13 3D Numerical tests: Robin boundary condition
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Fig. 1.34: Representation of the
L1-error (left) and L∞-error (right)
reported in Table 1.11 (Example
1.4.12). The slope of the best-fit
lines is respectively s = −2.00 and
s = −1.99.
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Fig. 1.35: Representation of the
L1-error (left) and L∞-error (right)
reported in Table 1.12 (Example
1.4.13). The slope of the best-fit
lines is respectively s = −2.06 and
s = −2.10.

Let us consider the three-dimensional problem (1.25),(1.26) with γ =
2 + sin (x+ y + z) and with an exact solution u = e−(x+y+z), over a spheric
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domain centered at the origin and with radius r = 0.713. We have Robin
boundary condition with α(x, y, z) = β(x, y, z) = 0.5. Table 1.12 shows the
numerical results. Figure 1.35 shows the second order slope of the best-fit
line for the L1-error and L∞-error.

Table 1.12: Example 1.4.13.

No. of grid points L1-error order L∞-error order

32 · 32 · 32 1.2958 ·10−3 1.9282 1.5971 ·10−3 1.9621
40 · 40 · 40 8.8416 ·10−4 1.7130 1.0532 ·10−3 1.8661
48 · 48 · 48 4.8639 ·10−4 3.2778 6.2784 ·10−4 2.8371
56 · 56 · 56 4.0368 ·10−4 1.2091 4.8267 ·10−4 1.7058
64 · 64 · 64 3.3051 ·10−4 1.4979 3.9041 ·10−4 1.5886



Chapter 2

Multigrid approach

In this chapter we provide a multigrid strategy to solve the linear system
arising from the second order discretization described in Chapter 1. The
main steps consists of the introduction of a suitable smoother, and the defi-
nition of the transfer (interpolation and restriction) operator. The multigrid
we are going to describe is a geometric multigrid, and the Galerkin condi-
tions (required in the Algebraic multigrid) are not satisfied. In practice, the
interpolation and restriction operator are not the transpose each other (mul-
tiplied by a suitable constant) and the coarse grid operator in constructed
in the same way as in the fine grid, without taking into account the transfer
operators.

The main goal of this study is to find a general strategy to make the
multigrid convergent and to attain the optimal convergent factor (i.e. the
one predicted by the Local Fourier Analysis). We are not interested in this
thesis in constructing the most efficient multigrid strategy, that is, we only
want to describe how to treat the ingredients of the multigrid in presence of
an arbitrary domain and in relation with the boundary conditions, in order
to limit the degradation of the convergence factor due to boundary effects.
In a few words, we describe the boundary treatment in order to gain the
convergence factor predicted by the Local Fourier Analysis for the smoother
used for inner equations, independently on the kind of smoother. Therefore,
we just use for simplicity a Gauss-Seidel Lexicographic smoother, in place of
the more efficient Red-Black Gauss-Seidel smoother, although it can be easily
implemented with our method. For the same argument, we only study the
convergence factor of the W -cycle algorithm, without implement the more
efficient Full Multigrid.

39
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2.1 Failure of the Jacobi scheme

Since we want to provide the multigrid solver with a good smoother, we want
to use a Jacobi-like iterative scheme to solve the (Ni+Ng)× (Ni+Ng) linear
system. Here we show that, in general, a naive implementation of Jacobi
iteration does not guarantee the convergence. For simplicity, we analyze the
discretization in one dimension, described in Section 1.2.2.

The matrix of the linear system (1.16)-(1.18) is not diagonally dominant
and then the convergence of Jacobi schemes cannot be guaranteed, as we can
see in the following counterexample: let us consider the homogeneous elliptic
problem (1.13)-(1.15) with

f = ga = gb = 0, [a, b] = [−0.813, 0.813] , N = 100.

Starting from the initial guess u = 1, let us show the maximum absolute
value of the numerical solution every ten iterations (Table 2.1).

Table 2.1: Divergence of the numerical solution for the Jacobi iterative
scheme applied to the non-eliminated boundary condition system (1.16)-
(1.18)

Iteration no. maxi=l,...,r |ui|
10 2.86 ·10+3
20 4.10 ·10+8
30 5.87 ·10+12
40 8.40 ·10+16

We could eliminate the boundary equations (1.17) and (1.18) solving them
with respect to ul and ur respectively, and plugging the result into (1.16).
Such elimination leads to a diagonally dominant system, but is very hard
to perform in higher dimensions, since the boundary equations are strongly
coupled each other.

An alternative strategy could be the following. We perform one iteration
over the inside grid points, and after that we iterate until convergence over the
ghost points, and repeat both steps until convergence. Even in this case, the
convergence is not guaranteed (observe that in one dimension such scheme
reduces to Jacobi scheme when boundary conditions are not eliminated).
Therefore, we have to find a different approach if we still want to use an
iterative Jacobi-like scheme.
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2.2 Relaxation scheme: fictitious time

The main idea is to keep a Jacobi-type iteration for inner equations, and to
relax in some way the boundary conditions. To do this, the model prob-
lem 1 (1.1)-(1.3) is transformed into the following associate time-dependent
problem:

∂ũ

∂t
= ∆ũ+ f in Ω (2.1)

∂ũ

∂t
= µD(gD − ũ) on ΓD (2.2)

∂ũ

∂t
= µN

(

gN −
∂ũ

∂n

)

on ΓN (2.3)

ũ = ũ0 in Ω, when t = 0 (2.4)

where µD and µN are two positive constants. If the solution of the prob-
lem (2.1)-(2.4) is stationary (i.e. ∂ũ/∂t → 0, as t → +∞), then u(x) =
limt→+∞ ũ(t, x) is a solution of the model problem 1 (1.1)-(1.3). A relaxation
scheme can be therefore obtained discretizing the problem (2.1)-(2.4), where
now the time t represents an iterative parameter.

Below we give a description of the method, starting from the easier 1D case.

2.2.1 One-dimensional case

Consider the model problem 2 (1.13)-(1.15). The associate time-dependent
problem is:

∂u

∂t
=

∂2u

∂x2
+ f in Ω (2.5)

∂u(t, a)

∂t
= µD (ga − u(t, a)) (2.6)

∂u(t, b)

∂t
= µN

(

gb −
∂u(t, b)

∂x

)

(2.7)

u(0, x) = u0(x) in Ω (2.8)

Let l and r be such that xl ≤ a < xl+1, xr−1 < b < xr (see Figure 1.7). In
order to discretize the time-dependent problem, we use central difference in
space and forward Euler in time for (2.5) obtaining:

u
(n+1)
i = u

(n)
i +

∆t

h2

(

u
(n)
i−1 − 2u

(n)
i + u

(n)
i+1

)

+∆tfi, i = l + 1, . . . , r − 1
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Taking the maximum time step consented by CFL condition (see [37, 90] for
more details about CFL condition), i.e. ∆t = h2/2, we obtain:

u
(n+1)
i =

1

2

(

u
(n)
i−1 + u

(n)
i+1 + h2fi

)

, i = l + 1, . . . , r − 1. (2.9)

Note that if we discretize directly (1.13) using central difference for the Lapla-
cian operator, and use Jacobi iterative scheme for such discretization, we
obtain exactly (2.9).

For a first order method, we use first order accurate discretization of the
boundary conditions. This is obtained by discretizing (2.6) and (2.7) directly
in xl and xr respectively. We use forward Euler in time and upwind scheme
in space, obtaining:

u
(n+1)
l = u

(n)
l + µD∆t

(

ga − u
(n)
l

)

, (2.10)

u(n+1)r = u(n)r − µN∆t

h

(

u(n)r − u
(n)
r−1

)

+ µN∆tgb. (2.11)

Equation (2.8) is simply the initial condition for the iterative method and we

can choose it arbitrarily. We will set u
(0)
i = 0, for i = l, . . . , r. The iterative

scheme (2.9), (2.10), (2.11) is first order accurate.
To obtain a second order accuracy, we discretize u(t, a) in (2.6) and

the spatial derivative ∂u(t, b)/∂x in (2.7) to second order (note that we can
again discretize to first order in time, because we are just interested at the
accuracy in space as t→ +∞). Then we can use linear interpolation of u in
nodes xl, xl+1 to compute u(t, a) in (2.6) (that is second order accurate, as
we can see in [46]) and quadratic interpolation of u in nodes xr, xr−1, xr−2 to
compute the derivative ∂u(t, b)/∂x in (2.7). However, since we are interested
in the second order accuracy not only for the unknown function, but also for
its gradient, we use quadratic interpolation also for the Dirichlet condition,
i.e. quadratic interpolation of u in nodes xl, xl+1, xl+2 to compute u(t, a),
obtaining:

u
(n+1)
l = u

(n)
l

− µD∆t

(

(1 + ϑl)
ϑl

2
u
(n)
l + (1 + ϑl)(1− ϑl)u

(n)
l+1 − (1− ϑl)

ϑl

2
u
(n)
l+2 − ga

)

(2.12)

u(n+1)r = u(n)r

− µN∆t

h

(

u
(n)
r−1 − u

(n)
r−2 +

(

u
(n)
r−2 − 2u

(n)
r−1 + u(n)r

)

(

1

2
+ ϑr

))

+ µN∆tgb,

(2.13)
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where ϑl = (xl+1 − a)/h and ϑr = (b− xr−1)/h. Note that the discretization
(2.9) is already second order accurate in space, hence (2.9), (2.12) and (2.13)
provide a second order accurate iterative scheme.

Constants µD and µN of (2.10) and (2.11) (first order accuracy) and of
(2.12) and (2.13) (second order accuracy) are obtained by CFL condition, i.e.

in such a way that the coefficient of u
(n)
l,r in the right-hand side of (2.10) and

(2.11) (first order accuracy) and of (2.12) and (2.13) (second order accuracy)
is positive. Such conditions read:

µD∆t < 1,
µN∆t

h
< 1 for first order accuracy;

µD∆t < 1,
µN∆t

h
<
2

3
for second order accuracy. (2.14)

In numerical tests of Section 2.7, we choose µD∆t = 0.9 and µN∆t = 0.9 ·
2h/(3). Since ∆t = h2/2, then µD = 1.8/h2 and µN = 3.6/(3h).

Anyway, if ϑl is very small, the discretization error is slightly greater than
what we expect, but the convergence is guaranteed.

2.2.2 Two-dimensional case

Consider the model problem 1 (1.1)-(1.3) and the associate time-dependent
problem (2.1)(2.4). For any grid point (jh, ih) of Ωh, we write an equation
obtained from the discretization of (2.1) in such point, using again forward
Euler in time and central difference in space and taking the maximum time
step consented by the CFL condition (i.e. ∆t = h2/4):

u
(n+1)
i,j = 1/4

(

h2fi,j + u
(n)
i−1,j + u

(n)
i+1,j + u

(n)
i,j−1 + u

(n)
i,j+1

)

. (2.15)

As in the one-dimensional case, Eq. (2.15) is equivalent to directly discretizing
(1.1) using central difference in space and Jacobi iteration.

For any ghost point G ∈ Γh we compute the projection point B on the
boundary by (1.7) and discretize (2.2) or (2.3) if respectively G ∈ ΓD or
G ∈ ΓN . We use forward Euler in time and the discretizations (1.9), (1.10)
(first order accuracy) and (1.11) (second order accuracy) in space. We obtain
the iterative scheme:

u
(n+1)
G = u

(n)
G + µD∆t

(

gD(B)− u
(n)
h (B)

)

(2.16)

if G ∈ ΓD, or

u
(n+1)
G = u

(n)
G + µN∆t

(

gD(B)−
∂uh

∂n

(n)

(B)

)

(2.17)
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if G ∈ ΓN .

The reconstructions u
(n)
h (B) and

∂uh

∂n

(n)

(B) are the ones described in Sec.

1.2.1, more precisely they are (1.9) and (1.10) for first order accuracy (of
the solution) and (1.11) for second order accuracy (of the solution and in
the gradient).

Constants µD and µN of (2.16) and (2.17) are obtained by CFL condition,

i.e. in such a way that the coefficient of u
(n)
P in the right-hand side of (2.16)

and (2.17) is positive. Such conditions read:

µD∆t < 1,
µN∆t

h
<

1√
2
for first order accuracy;

µD∆t < 1,
µN∆t

h
<

2

3
√
2
for second order accuracy. (2.18)

In numerical tests of Section 2.7, we choose µD∆t = 0.9 and µN∆t = 0.9 ·
2h/(3

√
2). Since ∆t = h2/4, then µD = 3.6/h2 and µN = 7.2/(3

√
2h).

2.2.3 Three-dimensional case

One of the strength of the method is the easy generalization in higher di-
mension. In fact, the description of the method is exactly the same in all
dimensions. Then we are able to provide a description holding in the general
case of dimension d. Anyway, for the sake of the argument, we just describe
the method in fixed dimension. In 3D, for instance, the description depicted
in Section 2.2.2 for 2D case still holds, but the equations of the linear system
have to be changed. For inner points, the equations (2.15) becomes:

u
(n+1)
i,j,k =

1

6

(

h2fi,j,k + u
(n)
i−1,j,k + u

(n)
i+1,j,k + u

(n)
i,j−1,k + u

(n)
i,j+1,k + u

(n)
i,j,k−1 + u

(n)
i,j,k+1

)

The equations (2.16) and (2.17) are:

u
(n+1)
P = u

(n)
P + µD∆t

(

gD(HP )− u
(n)
P

)

u
(n+1)
P = u

(n)
P + µN∆tgN(HP )

− µN
∆t

h

((

u
(n)
P − u

(n)
Qx

)

|nx|+
(

u
(n)
P − u

(n)
Qy

)

|ny|+
(

u
(n)
P − u

(n)
Qz

)

|nz|
)

for first order accuracy (in the solution), and:

u
(n+1)
P = u

(n)
P + µD∆t

(

gD(HP )− ũ
(n)
27 (HP )

)
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u
(n+1)
P = u

(n)
P + µN∆t

(

gN(HP )− (∇ũ27 · n̂)|HP

)

for second order accuracy (in the solution and its gradient). where ũ27 is
the triquadratic interpolation in the 27−point stencil P1 − P27 in upwind
direction.

As in Sec. 2.2.2, constants µD and µN are obtained by CFL condition. In
the general d-dimensional case they read:

µD∆t < 1,
µN∆t

h
<

1√
d
for first order accuracy;

µD∆t < 1,
µN∆t

h
<

2

3
√
d
for second order accuracy. (2.19)

Finally, by a numerical point of view, it is time-consuming to reconstruct
∇ũ27 · n̂ in HP using a 27−point stencil. To avoid it, we can use the approach
described in 2D case in Section 1.2.1.3 and easily adapt it to 3D case. We
will use this approach not only when we would like to reduce the stencil
(because some point of the stencil is an outside point), but everywhere. The
computation then uses just a 12−point stencil for any derivative and the
scheme is more efficient. We use this approach in the 3D numerical tests
described in Section 2.7.

2.3 Convergence proof

Note that the iterative scheme can be seen as a preconditioned iterative
method with a diagonal preconditioner P , whose diagonal is:

diag(P ) =
[

. . . , 4/h2, . . . , (µD∆t)−1, . . . , (µN∆t)−1, . . .
]

,

where the entries refer respectively to the inner equations, the Dirichlet and
the Neumann boundary conditions. Therefore, the iterative scheme for the
linear system Au = f reads:

u(n+1) = u(n) + P−1
(

f − Au(n)
)

and the iteration matrix is B = I−P−1A, where I is the identity matrix. In
this section we shall prove the convergence in all space dimensions only for
the first order method. For the second order method, numerical experiments
confirm the convergence of the method, i.e. the spectral radius of the iteration
matrix B is less than one (as we can see, for instance, in numerical tests 1.1
and 1.5).
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2.3.1 One-dimensional case

Consider the notation of Sections 1.2.2 and 2.2.1. Let Ñ = r − l + 1. Then
we can write the iterative scheme (2.9), (2.10), (2.11) in matrix fashion:

u(n+1) = Bu(n) + F (2.20)

where u(n), F ∈ R
Ñ , B ∈ R

Ñ×Ñ are defined as follows:

u(n) =











u
(n)
l

u
(n)
l+1
...

u
(n)
r











, F =















∆tga
h2fl+1
...

h2fr−1
∆tgb















B =















1− µD∆t 0
1/2 0 1/2

. . . . . . . . .

1/2 0 1/2
c (1− c)















,

where c = µN∆t/h is the Courant number. A necessary and sufficient con-
dition for the convergence of (2.20) is ρ(B) < 1, where ρ(B) is the spectral
radius of the matrix B (i.e. the maximum eigenvalue of B in absolute value).
In order to prove this condition we shall make use of Gershgorin-Hadamard
theorems (that can be founded in any good basic text of Numerical Analysis,
such as [80] or [91]).

The first theorem states that if B ∈ C
m×m, with m ∈ N, then every

eigenvalue λ of B satisfies:

λ ∈ SC = ∪m
i=1Ci, Ci = {z ∈ C : |z − bii| ≤

m
∑

j=1

j 6=i

|bij|}

and the sets Ci are said Gershgorin circles.
The second theorem states that, if B is an irreducible matrix, every eigen-

value of B belonging to the boundary of SC , belongs to the boundary of all
Gershgorin circles.

Applying the first Gershgorin-Hadamard theorem to the matrix B, we
have Ñ−2 coincident circles C ((0, 0), 1) centered at the origin and with radius
1, one circle reduced to a single point (1−∆t, 0), and one circle centered at
(1− c, 0) with radius c. Since 0 < c < 1 (CFL condition), the union of all
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Gershgorin circles is C ((0, 0), 1). Then ρ(B) ≤ 1. If ρ(B) = 1, there exists an
eigenvalue λ such that λ ∈ ∂C ((0, 0), 1). By second Gershgorin-Hadamard
theorem, this eigenvalue must belong to all Gershgorin circles, and this is
not possible because the presence of the circle C ((1−∆t, 0), 0). Therefore,
ρ(B) < 1 and the iterative scheme (2.20) converges.

2.3.2 Two-dimensional case

Consider the notation of Sections 1.2 and 2.2.2. Let Ni be the number of
the inside points to Ω and Ng the number of ghost points. The first order
accurate relaxation scheme is the following (by (2.15), (2.16), (2.17), (1.9),
(1.10)):

u
(n+1)
i,j =

1

4

(

h2fi,j + u
(n)
i−1,j + u

(n)
i+1,j + u

(n)
i,j−1 + u

(n)
i,j+1

)

if (ih, jh) ∈ Ωh,

(2.21)

u
(n+1)
G = u

(n)
G + µD∆t

(

gD(B)− u
(n)
G

)

if G ∈ ΓD, (2.22)

u
(n+1)
P = u

(n)
P + µN∆tgN(HP )

− µN
∆t

h

((

u
(n)
P − u

(n)
Qx

)

|nx|+
(

u
(n)
P − u

(n)
Qy

)

|ny|
)

if G ∈ ΓN . (2.23)

By numbering all this points (inside and ghost) in some order in a single
vector, we can write the iteration scheme (2.21)-(2.23) in matrix fashion:

u(n+1) = Bu(n) + F

where u(n), F ∈ R
Ni+Ng , B = (bi,j) ∈ R

(Ni+Ng)×(Ni+Ng). As in the previous
section, we shall make use of Gershgorin-Hadamard theorems. Let us check
that all the Gershgorin circles are subset (in the complex plane) of the unit
circle B ((0, 0), 1) centered at the origin. For any row k, we define

ck = bk,k, rk =

Ni+Ng
∑

l=1

l 6=k

|bk,l|

respectively the center and the radius of the associated Gershgorin circle
B ((ck, 0), rk). Then:

B ((ck, 0), rk) ⊆ B ((0, 0), 1)⇐⇒ rk ≤ 1− |ck| (2.24)

Our goal is therefore to check that the right-hand side of (2.24) holds for any
k = 1, . . . , Ni + Ng. If k is related to one of the Ni equations of the kind
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(2.15), then ck = 0, rk = 1 and the right hand-side of (2.24) is satisfied. If k
is related to an equation of the kind (2.22), then ck = 1− µD∆t, rk = 0 and
the right hand-side of (2.24) is (strictly) satisfied, since we assume µD∆t < 1.
If k is related to an equation of the kind (2.23), then

ck = 1− µN∆t

h
(|nx|+ |ny|) (2.25)

rk =
µN∆t

h
(|nx|+ |ny|) (2.26)

and the right hand-side of (2.24) is (strictly) satisfied if and only if rk ≤ 1.
This is true because

µN∆t/h < 1/
√
2 (2.27)

that is the CFL condition (2.18), and

|nx|+ |ny| ≤
√
2 (2.28)

(because n2x + n2y = 1). This leads us to claim ρ(B) ≤ 1. Thanks to the

strictly inequality rk̃ < 1−|ck̃| for at least one k̃, we can ensure by (2.24) that
B ((ck̃, 0), rk̃) ⊂ B ((0, 0), 1) and then ρ(B) < 1 by the second Gershgorin-
Hadamard theorem. �

2.3.3 Three-dimensional case

Another strength of the method is the easy generalization of the 2D-convergence
proof (for first order accuracy) in higher dimension. For instance, let us con-
sider three-dimensional case. The proof will be the same as that provided
in 2D case in the previous section, but the center and the radius of the
Gershgorin circle (2.25), (2.26) become respectively:

ck = 1− µN∆t/h (|nx|+ |ny|+ |nz|)

rk = µN∆t/h (|nx|+ |ny|+ |nz|)
while the convergence conditions (2.27), (2.28) will be replaced by:

µN∆t/h < 1/
√
3

|nx|+ |ny|+ |nz| ≤
√
3

(

because n2x + n2y + n2z = 1
)

The generalization in higher dimension is straightforward.



2.4. RELAXATION SCHEME FOR SOME EXTENSIONS 49

2.4 Relaxation scheme for some extensions

In this section we describe how to modify the associate time-dependent prob-
lem (2.1)-(2.4) for the cases introduced in Section 1.3, namely Robin bound-
ary conditions, variable coefficient diffusion, anisotropic operators, sharp-
edged domains.

2.4.1 Robin boundary conditions

Let us consider the Model Problem 3 (1.19)-(1.20). The associate time-
dependent problem is:

∂u

∂t
= ∆u+ f in Ω

∂u

∂t
= µ

(

g −
(

αu+ β
∂u

∂n

))

on Γ

u = u0 in Ω, when t = 0

For any ghost point G ∈ Γh, let ũ and Φ̃ be the biquadratic interpolants of
u and Φ in the Upwind nine-point stencil (see Fig. 1.4).

Therefore, the second order accurate iterative scheme for the problem
(1.19), (1.20) will be:

u
(n+1)
i,j = 1/4

(

h2fi,j + u
(n)
i−1,j + u

(n)
i+1,j + u

(n)
i,j−1 + u

(n)
i,j+1

)

.

for any grid point (jh, ih) ∈ Ωh, and

u
(n+1)
P = u

(n)
P − µ∆t

(

αũ(n)(HP ) + βµ∆t∇ũ(n) · n̂
∣

∣

HP

)

+ µ∆t g (2.29)

for any ghost point G, where B is the closest boundary point to G, n̂ =

∇φ̃/
∣

∣

∣
∇φ̃

∣

∣

∣
, α = α(B), β = β(B), g = g(B), and µ is chosen in order to

satisfy the CFL condition:

µ∆t

h
<

1

αh+ β
√
2
. (2.30)

2.4.1.1 Convergence proof

First order accurate scheme is obtained substituting (2.29) with (see Fig. 1.3)

u
(n+1)
P = u

(n)
P + µ∆t g

− µ∆t

(

αu
(n)
P +

β

h

(

u
(n)
P − u

(n)
Qx

)

|nx|+
(

u
(n)
P − u

(n)
Qy

)

|ny|
)
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The convergence proof is similar to the one presented in the case of mixed
boundary condition in Section 2.3.2, provided to replace (2.25) and (2.26) by
respectively:

ck = 1− µ∆t

(

α +
β

h
(|nx|+ |ny|)

)

,

rk =
µ∆t

h
β (|nx|+ |ny|) .

The CFL condition (2.30) ensures that ck ≥ 0 and the right hand-side of
(2.24) reads:

µ∆t

h
β (|nx|+ |ny|) ≤ µ∆t

(

α +
β

h
(|nx|+ |ny|)

)

which is strictly satisfied for at least one ghost node since α is not identically
equal to zero (i.e. the problem has not pure Neumann conditions). This
leads us to claim ρ(B) < 1 by the same argument of Sec. 2.3.2. �

2.4.2 Variable diffusion coefficient

Let us consider the Model Problem 4 of Sec. 1.3.2. The associate time-
dependent problem is:

∂ũ

∂t
= µ (∇ · (γ∇ũ) + f) in Ω

∂ũ

∂t
= µD(gD − ũ) on ΓD

∂ũ

∂t
= µN

(

gN −
∂ũ

∂n

)

on ΓN

ũ = ũ0 in Ω, when t = 0

where µ is a positive function depending only on the space, in such a way in
grid points (ih, jh) we have:

µi,j∆t =
h2

γi−1/2,j + γi+1/2,j + γi,j−1/2 + γi,j+1/2
,

so that we can regain the Jacobi scheme for inner equations. Constants µD

and µN are defined as in Sec. 2.2. In practice, the relaxation scheme is the
same as the one described in Sec. 2.2.2, provided to replace (2.15) by:

u
(n+1)
i,j =

(

h2fi,j + γi−1/2,ju
(n)
i−1,j + γi+1/2,ju

(n)
i+1,j + γi,j−1/2u

(n)
i,j−1 + γi,j+1/2u

(n)
i,j+1

)

γi−1/2,j + γi+1/2,j + γi,j+1/2 + γi,j−1/2

where γi±1/2,j = (γi,j + γi±1,j)/2, γi,j±1/2 = (γi,j + γi,j±1)/2.
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2.4.3 Anisotropic case

Let us consider the Model Problem 5 of Sec. 1.3.3. The associate time-
dependent problem is:

∂u

∂t
= µ (∇ · (A∇u) + f) in Ω

∂u

∂t
= µD (gD − u) on ΓD

∂u

∂t
= µN (gN −∇u ·N) on ΓN

where µ is a positive function having the same meaning as in the previous
Sec. 2.4.2, i.e. in such a way the iteration scheme is Jacobi-like for inner
equations. The relaxation scheme is straightforward to obtain. We must
observe that the convergence of the relaxation scheme is gained only if the
anisotropy is sufficiently small, i.e. if the ratio between the maximum and
minimum eigenvalues of the matrix A is less than a suitable threshold.

2.4.4 Sharp-edged domain

Since the the only difference is the spatial discretization, the relaxation
scheme is straightforwardly obtained.

2.5 Multigrid components: one dimensional

case

In this section (1D) and in Section 2.6 (2D) we provide a multigrid approach
to speed up the convergence of the relaxation scheme (2.1)-(2.4) In all the
description, we consider the second order accuracy discretization. For one-
dimensional case, the multigrid approach in arbitrary domain is a natural
extension of the basic multigrid strategy that can be found in any good ba-
sic text about multigrid, such as [105, 27, 55]. Although we can eliminate
the boundary conditions from the linear system obtained by discretizing the
problem, we always want to treat the case of non-eliminated boundary con-
ditions in order to straightforwardly extend the method to more than one
dimension, where the elimination of the boundary conditions from the system
is hard to perform.

Let us refer to the notation of Secs. 1.2.2 and 2.2.1. We call Γh the
set of ghost points, i.e. Γh = {xl, xr}. Let Ih be a general subset of Dh.
We introduce the linear space of grid functions over Ih and we denote it
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S(Ih) = {wh : Ih → R}. For any wh ∈ S(Ih), we pose wh
i = wh(xi). Let

fh ∈ S(Ωh) such that f
h
i = f(xi). The iterative scheme (2.9), (2.12), (2.13)

converges to the exact solution of the discretized system

−∆huh = fh (2.31)

ghD(uh) = ga (2.32)

ghN(uh) = gb, (2.33)

where ∆h : S(Ωh ∪ Γh)→ S(Ωh) is defined by:

∆huh(xi) =
uh
i−1 − 2uh

i + uh
i+1

h2
, xi ∈ Ωh,

while ghD, g
h
N : S(Ωh ∪ Γh) → R are the discrete versions of the boundary

conditions:

ghD(uh) = (1 + ϑl)
ϑl

2
uh
l + (1 + ϑl)(1− ϑl)u

h
l+1 − (1− ϑl)

ϑl

2
uh
l+2,

ghN(uh) =
uh
r−1 − uh

r−2

h
+

uh
r−2 − 2uh

r−1 + uh
r

h

(

1

2
+ ϑr

)

.

System (2.31)-(2.33) can be interpreted in general as a discrete system of a
Poisson equation with non-eliminated boundary conditions.

Let us consider an arbitrary grid function ũh ∈ S(Ωh ∪ Γh) and let

rh = fh +∆hũ
h

g̃a = ga − ghD(ũ
h)

g̃b = gb − ghN(ũ
h)

be the defects of (2.31), (2.32), (2.33) respectively. Because of the linearity
of ∆h, g

h
D, g

h
N , if we solve exactly the so-called residual problem

−∆heh = rh

ghD(eh) = g̃a

ghN(eh) = g̃b

in the unknown eh ∈ S(Ωh ∪ Γh), then uh = ũh + eh is the exact solution of
the system (2.31), (2.32), (2.33). In the basic idea of multigrid one needs to
solve the residual problem in a grid coarser than the original one.
We can summarize the iterative scheme (2.9), (2.12), (2.13) as follows:

u
(m+1)
h = ℜh

(

u
(m)
h , fh, ga, gb

)

(2.34)
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ℜh : S(Ωh ∪ Γh)× S(Ωh)× R
2 −→ S(Ωh ∪ Γh). (2.35)

Note that the iterative scheme (2.9), (2.12), (2.13) is of a Jacobi kind. In or-
der to provide a multigrid strategy, we just require that the iteration operator
(2.35) has the smoothing property, i.e. after few iteration steps (2.34), the
error becomes smooth (not necessarily small). Roughly speaking, the high-
frequency components of the error reduce quickly. We call smoothers any
operator (2.35) with this property. Many iterators have this property, such
as Gauss-Seidel or weighted Jacobi (with weight ω = 2/3 in 1D or ω = 4/5
in 2D), but not Jacobi (see [105, pag. 30–32] for more details). From now
on, by (2.34) we shall intend the Gauss-Seidel version of (2.9), (2.12), (2.13),
i.e.:

u
(m+1)
l = u

(m)
l + µD ∆t ga

− µD ∆t

(

(1 + ϑl)
ϑl

2
u
(m)
l + (1 + ϑl)(1− ϑl)u

(m)
l+1 − (1− ϑl)

ϑl

2
u
(m)
l+2

)

u
(m+1)
i =

1

2

(

u
(m+1)
i−1 + u

(m)
i+1 + h2fi

)

, i = l + 1, . . . , r − 1

u(m+1)r = u(m)r + µN ∆t gb

− µN ∆t

h

(

u
(m+1)
r−1 − u

(m+1)
r−2 +

(

u
(m+1)
r−2 − 2u

(m+1)
r−1 + u(m+1)r

)

(

1

2
+ ϑr

))

.

In order to explain the multigrid approach, we just describe the two-grid cor-
rection scheme (TGCS), because all the other schemes, such as V -cycle, W -
cycle, F -cycle or Full multigrid cycle, can be easily derived from it (see [105,
Sections 2.4, 2.6] for more details). The TGCS consists into the following
algorithm:

1. Set initial guess uh = 0

2. Relax ν1 times on the finest grid: for k from 1 to ν1 do

uh : = ℜh (uh, fh, ga, gb)

3. Compute the defects

rh = fh +∆huh

g̃a = ga − ghD(ũ
h)

g̃b = gb − ghN(ũ
h)
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4. Transfer the defect rh to a coarser grid with spatial step 2h by a suitable
restriction operator

r2h = Ih2h (rh)

5. Solve exactly the residual problem on the coarser grid

−∆2he2h = r2h

g2hD (e2h) = g̃a

g2hN (e2h) = g̃b

in the unknown e2h ∈ S(Ω2h ∪ Γ2h)

6. Transfer the error to the finest grid by a suitable interpolation operator

eh = I2hh (e2h)

7. Correct the fine-grid approximation

uh : = uh + eh

8. Relax ν2 times on the finest grid: for k from 1 to ν2 do

uh : = ℜh (uh, fh, ga, gb)

We have just to explain the steps concerning grid migration (steps 4 and 6).

2.5.1 Transfer grid operators

In this section, we describe the transfer grid operators for vertex-centered
grid. We observe that our approach is based on the discretization of the equa-
tions on the various grids (both for inner and ghost points). This approach is
very different from algebraic multigrid. As a consequence, the interpolation
and the restriction operators are not the transpose of each other.

2.5.1.1 Restriction operator

Since such operator will act on the defect rh ∈ S(Ωh) (step 4), we must
determine Ih2hrh(x) for any x ∈ Ω2h using only values inside Ωh. This is
justified by the fact that the defect of the inside grid points (referred to
the Poisson equation) may be very different (after few relaxations) from the
defects g̃a, g̃b (referred to the boundary conditions and stored computation-
ally in the ghost points), because the operators (for inner equations and for
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boundary conditions) scale with different powers of h. Then, let x ∈ Ω2h

and refer to Fig. 2.1 (upper part). If x is not near an outside grid point,
i.e. min{|x− a| , |x− b|} ≥ h, then we will use the standard full-weighting
restriction operator (FW):

Ih2hrh(x) =
1

4
(rh(x− h) + 2 rh(x) + rh(x+ h)) , (2.36)

while if x− h < a or x+ h > b we set respectively

Ih2hrh(x) =
1

2
(rh(x) + rh(x+ h)) (2.37)

or

Ih2hrh(x) =
1

2
(rh(x− h) + rh(x)) . (2.38)
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Fig. 2.1: Vertex-centered discretization in 1D. Inner grid nodes (red circles) and ghost
points (empty circles) on the fine and coarse mesh. The dashed lines represent the action
of the restriction (up) and the interpolation (down) operators.

2.5.1.2 Interpolation operator

Since the interpolation operator acts on the error (step 6), which is continuous
across the boundary, we do not need to separate the interpolation for inner
equations from the interpolation of ghost points, and then we just use the
standard linear interpolation operator (see the lower part of Fig. 2.1):

I2hh e2h(xj) = e2h(xj) if j is even

I2hh e2h(xj) = 1
2
(e2h(xj−1) + e2h(xj+1)) if j is odd.
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Remark. 1 (V -cycle) The V -cycle algorithm is easily obtained from the
TGCS recursively, namely applying the same algorithm to solve the residual
equation in step 5. To terminate the recursion, an exact solver is used to
solve the residual problem when the grid becomes too coarse.

Remark. 2 (W -cycle) The W -cycle is similar to the V -cycle, with
the only difference that the residual problem is solved recursively two times
instead of one (in general schemes, γ times, but γ > 2 is considered useless
for practical purpose).

Remark. 3 (Coarser operator) We observe that the discrete operator
∆2h in step 5 is just the operator obtained discretizing directly the continuous
operator in the coarser grid, and not the operator obtained by the Galerkin
condition

∆2h = Ih2h ∆h I
2h
h .

The latter approach, typical of algebraic multigrid, makes the algebraic prob-
lem more expensive from a computational point of view and does not take
advantage of the fact that the discrete problem comes from a continuous
problem.

2.6 Multigrid components: High-dimensional

case

In this case the defect of the boundary conditions has to be transferred in a
suitable way to a coarser grid. The restriction has to be performed separately
from the restriction of the interior equations, since these defects may show
a sharp gradient crossing the boundary, because the discrete operators scale
with different powers of h.

In case of arbitrary domain, ghost points may have a complex structure
and the restriction cannot be defined straightforwardly as in the rectangular
case, where ghost points are aligned with the grid and the restriction can be
performed by a one dimensional operator.

For arbitrary domain we first need to extend the defect in a narrow band
outside the domain constant along normal direction, and then we can operate
the restriction as in the interior of the domain. For the sake of clarity, we de-
scribe the multigrid strategy in the two-dimensional case, but the procedure
can be extended straightforwardly in more dimensions.

Let us refer to the notation of Secs. 1.2 and 2.2.2 and add some further
notation. Let Ih be a general subset of Dh. We introduce the linear space of
grid functions over Ih and we denote it S(Ih) = {wh : Ih → R}. From now
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on, we shall consider the two space dimension, i.e. d = 2, but the results are
valid also for d > 2.

Using the simplified notation, the iterative scheme (2.15)-(2.17) converges
to the solution of the problem:

{

−∆huh = fh

Lhuh = gh

(2.39)

where:

• uh ∈ S(Ωh ∪ Γh) is the unknown;

• ∆h : S(Ωh ∪Γh)→ S(Ωh) is the standard discrete version of the Lapla-
cian operator, namely:

∆hwh(x, y) =
1

h2
(wh(x+ h, y) +wh(x− h, y)− 4wh(x, y)

+wh(x, y + h) +wh(x, y − h))

for any wh ∈ S(Ωh ∪ Γh) and (x, y) ∈ Ωh;

• fh ∈ S(Ωh) is defined by fh(P ) = f(P ) for any grid point P ∈ Ωh;

• Lh : S(Ωh∪Γh)→ S(Γh) is the discrete version of boundary conditions,
namely:

Lhwh(G) =







LStG [u](B) if B ∈ ΓD
(

∇LStG [u] ·
∇LStG [φ]

|∇LStG [φ]|

)∣

∣

∣

∣

B

if B ∈ ΓN
(2.40)

for any wh ∈ S(Ωh ∪ Γh) and G ∈ Γh;

• gh ∈ S(Γh) is defined by:

gh(G) =

{

gD(B) if B ∈ ΓD

gN(B) if B ∈ ΓN

for any ghost point G ∈ Γh.

Let us introduce, for any spatial step h, an exact solver

uh = Sh (fh,gh)

of the system (2.39), and denote by

ℜh : S(Ωh ∪ Γh)× S(Ωh)× S(Γh) −→ S(Ωh ∪ Γh) (2.41)
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the relaxation operator, namely the iterative scheme

u
(m+1)
h = ℜh

(

u
(m)
h , fh,gh

)

(2.42)

converges to the solution of (2.39) as n → +∞. In details, the iteration
(2.42) summarize the iterative scheme (2.15)-(2.17).

As in one dimensional case, we will intend by (2.42) the Gauss-Seidel
version of (2.15)-(2.17), in order to deal with a proper smoother, and we have
to order all points of Ωh ∪ Γh in some way. Let us choose the lexicographic
ordering (GS-LEX):

(x′, y′) ≤ (x′′, y′′)⇐⇒ x′ < x′′ or x′ = x′′, y′ < y′′.

The relaxation scheme can be easily extended to more efficient kinds of
smoothers, such as Red-Black Gauss-Seidel (see [105]): however, we limit
ourselves to study of the GS-LEX smoother.

In order to explain the multigrid approach, we just describe the two-grid
correction scheme (TGCS), because all the others schemes, such as V -cycle,
W -cycle or Full multigrid, can be easily derived from it (see [105, Sections
2.4, 2.6] for more details). The TGCS consists into the following algorithm:

1. Set initial guess uh = 0

2. Relax ν1 times on the finest grid: for k from 1 to ν1 do

uh : = ℜh (uh, fh,gh)

3. Compute the following defects:

rΩh = fh +∆h uh

rΓh = gh − Lhuh

4. Transfer the defects to a coarser grid with spatial step 2h by a suitable
restriction operator

rΩ2h = Ih2h
(

rΩh
)

rΓ2h = Ih2h
(

rΓh
)

5. Solve exactly the residual problem in the coarser grid

e2h = S2h
(

rΩ2h, r
Γ
2h

)
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6. Transfer the error to the finest grid by a suitable interpolation operator

eh = I2hh (e2h)

7. Correct the fine-grid approximation

uh : = uh + eh

8. Relax ν2 times on the finest grid: for k from 1 to ν2 do

uh : = ℜh (uh, fh,gh)

We have just to explain the steps concerning grid migration (steps 4 and 6).
All the other steps are clear.

2.6.1 Transfer grid operators

2.6.1.1 Restriction operator

Let us consider the total defect rh = (rΩ2h, r
Γ
2h). If (2.41) has the smoothing

property, after ν1 relaxations (step 2 of the algorithm) we have a smooth
defect rh. Therefore, we can hope to transfer this defect to a coarser grid
without losing much information. Abusing of notation, we can say that
the defect rh belongs to S(Ωh ∪ Γh). In order to transfer it to a coarser
grid, one strategy could be to extend in some way this defect in the whole
computational domain Dh (i.e. rh ∈ S(Dh)), in such a way we can use
the standard full-weighting stencil for the restriction operator Ih2h : S(Dh)→
S(D2h), that is (see [105, pag. 42])

Ih2h =
1

16





1 2 1
2 4 2
1 2 1





h

2h

. (2.43)

In general, by the stencil notation

Ih2h =















...
...

...
· · · t−1,−1 t−1,0 t−1,1 · · ·
· · · t0,−1 t0,0 t0,1 · · ·
· · · t1,−1 t1,0 t1,1 · · ·

...
...

...















h

2h
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we will intend the restriction operator Ih2h defined by:

Ih2hwh(x, y) =
∑

(i,j)∈Rk

ti,jwh(x+ jh, y + ih),

where only a finite number of coefficients ti,j is different from zero, and Rk ≡
{−k, . . . , k}2 for some positive integer k. In practice k = 1 allows second
order restriction operator.

Let us suppose we have extended the defect to the whole computational
domain Dh (as it is carefully described in Sec. 2.6.1.2). Anyhow, since we
have different operators for inner equations and for boundary conditions,
the defect is smooth separately inside Ωh and along the ghost point Γh (or
Dh − Ωh, because of the extension), but it is not smooth in all Ωh ∪ Γh.

For this reason, it is convenient to transfer separately to the coarse grid
the defects rΩh and rΓh. Let us define the new restriction operator:

Ih
2h : S(Zh) −→ S(Z2h), (2.44)

where Zh is an arbitrary subset of Dh, and where we intend Z2h = Zh ∩Ω2h.
Let (x, y) ∈ Z2h. We focus our attention to the neighborhood of (x, y), that
is N (x, y) = {(x+ jh, y + ih) : j, i = −1, 0, 1}.

Now consider the maximum full rectangle T with vertices belonging to
N (x, y) and such that T ∩Dh ⊆ Zh (see Fig. 2.2, where Zh = Ωh). Therefore,
the stencil we use in (x, y) to transfer wh to a coarse grid depends on the
size of T . In fact, let T ∩Dh be a 3 × 3 points (i.e. N (x, y) ⊆ Zh). In this
case we can use the standard full-weighting stencil (2.43).

Now let T ∩ Dh be a 3 × 2 points. Without loss of generality, we can
suppose the vertices of T are (x+ jh, y + ih), with j ∈ {−1, 0}, i ∈ {−1, 1}.
In this case, the stencil we will use is:

(

Ih2hwh

)

(x, y) =
1

16





2 2 0
4 4 0
2 2 0





h

2h

(x, y), (2.45)

while, if T is a 2× 2 points, with vertex (x+ jh, y + ih), j, i ∈ {−1, 0}, the
stencil will be:

(

Ih2hwh

)

(x, y) =
1

16





0 0 0
4 4 0
4 4 0





h

2h

(x, y), (2.46)

This three case are summarized in Fig. 2.2 (where Zh = Ωh).
Note that the stencils (2.43), (2.46), (2.45) can be derived as tensor prod-

ucts of the one-dimensional restrictions (2.36), (2.37), (2.38).
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Fig. 2.2: Upper, the nine points of N (x, y) and the green boundary of the rectangle T .
The bold red point is on the coarser and finer grids, while the little red points are on
the finer grid. The arrows represent the action of the restriction operators. Below, the
respective stencil to be used.

2.6.1.2 Extension of the defect

The goal of this section is to extend the defect rΓh from S(Γh) to S(Dh−Ωh).
In every ghost point we store the defect of the boundary condition concerning
that ghost point. In formulas, we have seen in step 3 of the TGCS algorithm
that rΓh(G) = (gh − Lhuh) (G), for any ghost point G. But gh(G) = g(B)
and Lhuh(G) is the reconstructed boundary condition in B of the boundary
operator L (see (2.40)), where B is the closest boundary point to G (i.e. the
orthogonal projection on the boundary). In summary, the defect is stored
in a ghost point G, but it is geometrically referred to a boundary point B
placed along the normal direction. When we switch to a coarse grid, some
ghost point G1 may not be ghost point in the fine grid, i.e. Γ2h ⊆ Γh is not
true (see Fig. 2.3).

Then, no acceptable value of the defect is stored in G1. Indeed, we expect
that r2h has in the ghost point G1 the defect of the boundary conditions
referred to B1. Hence, if we extend the defect rh outside Ωh constant along
the normal lines to the boundary, we will find rΓh (G1) as an approximation
of the defect of the boundary conditions in B1. After coarsening (performed
using only points outside Ωh, as described before), the ghost points of the
coarser grid will contain the expected values of the defect.

The extension of the defect rΓh is performed by solving the transport
equation

∂rΓ

∂τ
+∇rΓ · n = 0

in a few steps of a fictitious time τ , where n ≡ (nx, ny) = ∇φ/|∇φ| is the
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Fig. 2.3: Red bold and small points are grid points of Ωh, while red bold points are grid
points of Ω2h. G1 is a ghost point on the coarser grid, but not on the finer grid, then no
value of the defect is stored in it. Qx and Qy are the two upwind near points to G1.

unit normal vector to the level-set. In details, we compute few steps of the
following iteration scheme:

r
Γ (m+1)
h (P ) = r

Γ (m)
h (P )

+
∆τ

h

((

r
Γ (m)
h (P )− r

Γ (m)
h (Qx)

)

|nx|+
(

r
Γ (m)
h (P )− r

Γ (m)
h (Qy)

)

|ny|
)

(2.47)

for all P ∈ Dh− (Ωh ∪ Γh), where Qx and Qy are the two upwind near points
to P , i.e.

Qx = P − sgn(nx) h i, Qy = P − sgn(ny) h j.

However, it is sufficient to perform the iteration (2.47) only in a narrow band
with width 3h. In order to speed up the extension, we can perform (2.47) in
a Gauss-Seidel fashion, sorting points in Dh−(Ωh ∪ Γh) by the distance from
the boundary (it can be done using the distance function φ), and starting
from the closest ghost point to the boundary P .

Finally, we can resume the extension process introducing an extension
operator, which in practice depends only on the set of ghost point Γh and on
the discretized signed distance function φh. Therefore:

E [Γh;φh] : S(Γh) −→ S(Dh − Ωh), (2.48)
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and then the extension procedure and the restriction of the defect rΓh can be
resumed as follows:

Ih2h(E [Γh;φh](r
Γ
h)).

2.6.1.3 Interpolation

Since the interpolation operator acts on the error, which is continuous across
the boundary, we just use the standard bilinear interpolation operator:

I2hh =
1

4





1 2 1
2 4 2
1 2 1





2h

h

. (2.49)

2.7 Numerical tests

In all the following numerical tests we always choose the Dirichlet and Neu-
mann parts of Γ = ∂Ω as:

ΓD = {(x, y) ∈ Γ: x ≤ 0} , ΓN = {(x, y) ∈ Γ: x > 0} .

The Local Fourier Analysis (LFA) is a powerful tool to obtain the theoreti-
cally convergence factor by analyzing separately the action of different parts
of the multigrid algorithm to high and low frequency components of the error.
For a detailed explanation of the LFA, we refer to [105, Ch. 4].

Before to apply the LFA, one has to be sure that the relaxation operator
(2.41) has the smoothing property. Roughly speaking, the smoothing property
is the property to dump high frequency components of the error, in order to
make it smooth after few relaxation sweeps.

When the multigrid algorithm applies to a regular rectangular domain,
the LFA and smoothing analysis are well studied. In the case of arbitrary do-
main, as Achi Brandt points out in [105, pag. 587], there are some boundary
related difficulties about the discretization and relaxation near the boundary:

• There is no a general smoothing analysis when the boundary is not
aligned with the grid;

• The residuals should be reduced near boundaries more than in the
interior;

• The coarsest grid has not to be too coarse, because it should catch the
curvature of the boundary in order to guarantee the convergence.
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Now, we perform a numerical test in order to check if the convergence factor is
close to the predicted one by LFA, which is obtained for rectangular domain
with periodic boundary conditions, i.e. without taking into account boundary
effects. Note that the multigrid algorithm described before may be seen as
an iterative scheme:

u
(m+1)
h = Mh u

(m)
h + bh

for some matrixMh and vector bh. We call ρ the convergence factor, which is
the spectral radius of the matrix Mh. For rectangular domain with periodic
boundary conditions and constant coefficients, the convergence factor is said
to be local and it is denoted by ρloc. The convergence factors predicted by
LFA for Gauss-Seidel LEX relaxation and FW restriction operator are listed
in Table 2.2 (see [105, pag. 117]).

Table 2.2: Predicted convergence factor ρloc by LFA for GS-LEX and
FW restriction operator.

ν = ν1 + ν2 1 2 3 4

ρloc 0.400 0.193 0.119 0.084

In all the numerical tests we perform, the convergence factor is estimated
as the ratio of consecutive defects, i.e.:

ρ = ρ(m) =

∥

∥

∥r
(m)
h

∥

∥

∥

∞
∥

∥

∥r
(m−1)
h

∥

∥

∥

∞

for m very large. In order to avoid difficulties related to numerical instability
related to the machine precision, we will always use the homogeneous model
problem, namely (1.1) with f = gD = gN = 0, and perform the multigrid
algorithm starting from an initial guess different from zero. Since we are just
interested at the convergence factor and not at the numerical solution itself
(which approaches zero indefinitely for homogeneous problem), a reasonable
stopping criterion will be

∣

∣ρ(m) − ρ(m−1)
∣

∣

ρ(m)
< 10−3.

Note that, since we want to study the efficiency of the multigrid components
proposed in this paper (smoother, restriction, ...), it is sufficient to study
basic kind of multigrid such as V-cycle and W-cycle, while a more efficient
algorithm (such as FMG) can be easily derived.
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2.7.1 1D numerical test

Referring to Sec. 1.2.2, let us choose [a, b] = [−0.743, 0.843] ⊆ [−1, 1]. The
finest grid is obtained dividing the whole computational domain [−1, 1] into
N = 64 subintervals, while the coarsest grid is obtained dividing [−1, 1] into
Nc = 8 subintervals. The computed convergence factors are very close to
those ones predicted by LFA (Table 2.2), namely ρ = 0.185 for ν = 2 and
ρ = 0.122 for ν = 3.

2.7.2 An initial test in 2D

We start testing the multigrid algorithm on a circular domain Ω with center
(
√
2/20,

√
3/30) and radius r = 0.563 (Fig. 2.4).

�� ���� � ��� �
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Fig. 2.4: Circular domain and the coarsest grid used to capture the
curvature. Blue ghost points refer to Dirichlet condition, while green
ghost points refer to Neumann condition. Red lines are normal to the
boundary.

The measured convergence factors for TGCS, V -cycle and W -cycle are
listed in Table 2.3.

As we can see, the measured convergence factor is far from the predicted
one by LFA (Table 2.2). Then, some boundary effect degrades the conver-
gence factor. Note that in 1D such boundary effects do not degrade the
convergence factor (Ex. 2.7.1), because we have only two boundary points,
and the degradation is due to the oscillating behavior of the residual on the
tangential direction to the boundary, that does not exist in 1D. Then, in 2D
we must smooth the error also along the tangential direction to the bound-
ary. To overcome this difficulty, we apply, after a single relaxation and at
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Table 2.3: Measured convergence factor ρ with ν1 = ν2 = 1 on the left
and with ν1 = 2, ν2 = 1 on the right.

N TGCS V -cycle W -cycle

64 0.67 0.68 0.71
128 0.68 0.73 0.68
256 0.70 0.71 0.70

N TGCS V -cycle W -cycle

64 0.58 0.72 0.58
128 0.58 0.73 0.59
256 0.61 0.83 0.60

each grid level, λ extra relaxation sweeps on all ghost points Γh and on all
inside grid points of Ωh within δ > 0 distance from the boundary (the extra
computational work is O(N), then negligible as N → ∞). It can be proved
numerically that a good choice of these parameters will be:

λ = 5, δ = 3 h. (2.50)

The explanation of the optimal value λ = 5 is the following: the degradation
observed in Table 2.3 is an indication that the error decays much slower at the
boundary. Assuming that the convergence factor in Table 2.3 is essentially
the convergence factor at the boundary, ρB, we want to match it with the
convergence factor at the bulk, therefore λopt is the smallest value of λ for
which ρλ+1B ≤ ρI . The value ρI , in turn, can be computed as the convergence
factor for large value of λ.

Investigating the smoothing property, we observe that choosing the initial
error as an high frequency component, the error is not smoothed after few
relaxation sweeps. While, if we add the extra-relaxations, the error become
sufficiently smooth (Figs. 2.5-2.6).

2.7.3 Numerical tests in 2D

In this section we confirm numerically the improvement of the convergence
factor if we apply extra-relaxations, and we compare the relaxation scheme
with other well-known alternatives such as the Kaczmarz and the block re-
laxation. In all numerical tests, we choose an arbitrary domain Ω assigning
a level-set function φ0. Then we reinitialize it by the procedure described
in Section 1.1.1, obtaining the signed distance function φ. Afterwards, we
perform the multigrid technique applying the W -cycle algorithm instead of
the V -cycle, to ensure the independence of the convergence factor ρ from
the step size h (as explained for example in [105, pag. 78]). Several tests
are performed for each domain, based on the different size of the finest and
coarsest grids. The finest grid is obtained dividing the whole computational
domain D into N subintervals in each Cartesian direction, while the coarsest
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Fig. 2.5: High frequency initial error after 1 (up-left), 3 (up-right), 5 (down-left), 10
(down-right) relaxation sweeps and λ = 0 extra-relaxations.
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Fig. 2.6: High frequency initial error after 1 (up-left), 3 (up-right), 5 (down-left), 10
(down-right) relaxation sweeps and λ = 5 extra-relaxations.

grid is obtained replacing N with Nc. The solution on the coarsest grid is
obtained by a direct solver.

2.7.3.1 Circular domain

In this case we can choose as a level-set function directly the signed distance
function, which is known analytically:

φ(x, y) =

√

(x−
√
2/20)2 + (y −

√
3/30)2 − 0.563.

The zero level-set is represented in Fig 2.7 (top-left). Different value of
the convergence factor are listed in Table 2.4 (for ν = ν1 + ν2 = 2 and
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ν = 3). They are really improved with respect to those obtained without
extra-relaxations (Table 2.3) for the same test.
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Fig. 2.7: Different domains used in the numerical tests: Example 2.7.3.1 (top-left), 2.7.3.3
(top-right), 2.7.3.4 (bottom-left), 2.7.3.5 (bottom-right).

2.7.3.2 Comparison with the Kaczmarz and the block relaxations

Note that the relaxation scheme (2.9), (2.12), (2.13) is composed by a Gauss-
Seidel iteration over inner grid points and a suitable relaxation over ghost
points (boundary conditions). As an alternative to the relaxation of the
boundary condition, we can use the Kaczmarz relaxation [64] near the bound-
ary, which is known to be unconditionally convergent. Let us recall the
Kaczmarz iteration scheme for a subset of equations J ⊆ { . . . , Ni +Ng} of
a linear system Lu = f :

uTEMP = u(m),

for j ∈ J do: uTEMP : = uTEMP +
fj− < lj, u

TEMP >

‖lj‖22
lTj ,

u(m+1) = uTEMP .
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Table 2.4: Convergence factor of the numerical test of Section 2.7.3.1.
We use N×N number of grid points in the finest grid; Nc×Nc number
of grid points in the coarsest grid. Top: ν = ν1 + ν2 = 2, bottom:
ν = ν1 + ν2 = 3.

N 16 32 64 128 256

Nc

8 0.052 0.053 0.11 0.13 0.14
16 0.061 0.11 0.13 0.14
32 0.11 0.13 0.14
64 0.13 0.14
128 0.14

N 16 32 64 128 256

Nc

8 0.059 0.035 0.09 0.08 0.08
16 0.041 0.09 0.08 0.08
32 0.09 0.08 0.08
64 0.09 0.08
128 0.09

The symbol < ·, · > denotes the inner product operator and lj is the j-th row
of the matrix L. If we choose J = { . . . , Ni +Ng} then we obtain the classical
Kaczmarz relaxation scheme for the solution of the linear system Lu = f ,
and the iteration scheme is equivalent to a Gauss-Seidel relaxation for the
system LTLu = LTf . In our case, one iteration of the alternative relaxation
we want to study is composed as follows: we perform a Gauss-Seidel sweep
in the interior of the domain, followed by λ Kaczmarz iterations over ghost
points and inner points close to the boundary (say within δ distance from
the boundary).

Another alternative is represented by the block relaxation [38]. As we
point out in Sec. 2.5, the elimination of the boundary conditions is hard to
perform in high dimensions, while in one dimension it is a trivial task and
leads to a diagonally dominant linear system. A middle ground between the
elimination of the boundary conditions and the relaxation operator we use
in this paper is the block relaxation. Let us describe it in details. For each
grid point P ∈ Ωh ∪ Γh we choose a stencil StP ⊆ Ωh ∪ Γh. For instance, if
P ∈ Ωh we choose StP = StP9 ∩ (Ωh ∪ Γh), where StP9 is the 3 × 3 stencil
centered at P , else if P ∈ Γh we choose the stencil StP defined in (1.12). One
iteration of the alternative relaxation is composed as follows. We perform a
Gauss-Seidel sweep in the interior of the domain except in grid points within
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δ distance from the boundary. For each grid point P ∈ Ωh ∪ Γh within δ
distance from the boundary we rewrite the linear system Lu = f as follows
(by a permutation of rows):

Lu = f ⇔
(

A1,1 A1,2

A2,1 A2,2

)(

u1
u2

)

=

(

f1
f2

)

where u1 is referred to those grid points belonging to StP . Therefore, we
update the values of u1 as:

u1 = A−11,1 (f1 − A1,2u2) .

We perform a comparison between the relaxation proposed in this paper
(that we call new iteration in the following plots) and the two alternative
relaxation described above. Such a comparison is carried out in terms of
smoothing factor and convergence factor. We perform the comparison using
the TGCS for the test case of the circular domain 2.7.3.1 with N = 64.

In Fig. 2.8 we plot the smoothing factor µ for the three iteration schemes,
which is estimated by the ratio of subsequent defects after each iteration, i.e.

µ(m) =

∥

∥

∥
r
(m)
h

∥

∥

∥

∞
∥

∥

∥
r
(m−1)
h

∥

∥

∥

∞

.

In practice, we perform only the iteration schemes, without taking into ac-
count the effects of the multigrid procedure. In order to better capture the
behavior of the smoothing factor, we choose an initial guess being highly
oscillant, for example u = sin(40πx) sin(50πy).

In Fig. 2.9 we depict the convergence factor ρ for the Kaczmarz and the
new iteration against the number of extra-relaxations λ (for comparison, we
also plot the convergence factor of the block relaxation as an horizontal line,
since it does not depend on λ). After five extra-relaxations, the new iter-
ation reaches a plate configuration, since it achieves the convergence factor
of the Gauss-Seidel smoother for inner equations, i.e. the convergence factor
predicted by the LFA (see Table 2.2). The Kaczmarz iteration falls down
slower, while the block iteration already provides the optimal convergence
factor. The computational cost of five point-iterations of the new method is
considerably lower than the cost of one block-iteration.

2.7.3.3 Ellipsoidal domain

The level-set function is:

φ(x, y) =
(X(x, y)−

√
2/20)2

0.5632
+
(Y (x, y)−

√
3/30)2

0.2632
− 1
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Fig. 2.8: Smoothing factor µ
against the number of itera-
tions for the three iterative
schemes: Kaczmarz relaxation,
Block relaxation, new itera-
tion.
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Fig. 2.9: Convergence factor ρ of
the entire multigrid against the
number of extra-relaxations λ for
the three iterative schemes: Kacz-
marz relaxation, Block relaxation,
new iteration.

where

X(x, y) = cos(π/6) x− sin(π/6) y, X(x, y) = sin(π/6) x+ cos(π/6) y,

and the zero level-set is represented in Fig. 2.7 (top-right). The convergence
factor obtained are listed in Table 2.5 (for ν = ν1 + ν2 = 2 and ν = 3). We
observe as the convergence factor degrade choosing a coarsest grid too much
coarse, but starting from a certain level of coarsest grid it is relatively close
to the predicted convergence factor by LFA (Table 2.2).

2.7.3.4 Saddle-shaped domain

The level-set function is:

φ(x, y) = 9

(

1

2
x−

√
3

2
y

)2

+

(

3
√
3

2
x+

3

2
y − 1

)2

sin

(

3
√
3

2
x+

3

2
y − 1

)

− 1

and the zero level-set is represented in Fig. 2.7 (bottom-left). The conver-
gence factor obtained for ν = ν1 + ν2 = 3 are listed in Table 2.6 (left). Also
in this case, only if we choose N = 16 and Nc = 8 (which actually is TGCS)
the convergence factor is degraded.
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Table 2.5: Convergence factor of the numerical test of Section 2.7.3.3.
We use N×N number of grid points in the finest grid; Nc×Nc number
of grid points in the coarsest grid. Top: ν = ν1 + ν2 = 2, bottom
ν = ν1 + ν2 = 3.

N 16 32 64 128 256

Nc

8 0.34 0.09 0.14 0.14 0.15
16 0.65 0.45 0.19 0.15
32 0.14 0.14 0.15
64 0.15 0.15
128 0.15

N 16 32 64 128 256

Nc

8 0.44 0.06 0.12 0.11 0.09
16 0.55 0.30 0.09 0.09
32 0.13 0.10 0.09
64 0.12 0.08
128 0.09

2.7.3.5 Flower-shaped domain

The level-set function is:

φ = r − 0.5− y5 + 5x4y − 10x2y3

5r5
, r =

√

x2 + y2

and the zero level-set is represented in Fig. 2.7 (bottom-right). The conver-
gence factor obtained for ν = ν1+ ν2 = 3 are listed in Table 2.6 (right). This
is the hardest numerical test, because of the indentation of the boundary. We
need to start from a coarsest level Nc = 32 to correctly capture the boundary
profile and to make the discretization accurate.
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Table 2.6: Convergence factor of the numerical test of Sections 2.7.3.4
(top) and 2.7.3.5 (bottom). We use N×N number of grid points in the
finest grid; Nc ×Nc number of grid points in the coarsest grid. In this
test we use ν = ν1 + ν2 = 3. For the flower-shaped domain, if Nc = 8
the multigrid does not converge.

N 16 32 64 128 256

Nc

8 0.36 0.08 0.09 0.12 0.09
16 0.12 0.09 0.12 0.09
32 0.09 0.12 0.09
64 0.13 0.09
128 0.09

N 16 32 64 128 256

Nc

8 n.c. n.c. n.c. n.c. n.c.
16 0.89 0.75 0.50 0.25
32 0.49 0.25 0.12
64 0.24 0.11
128 0.09
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Chapter 3
Discontinuous coefficents: 1D case

In this section we obtain a second order accurate numerical method to solve
an elliptic equation with discontinuous coefficients. After introducing the
model problem, we provide a discretization and an iterative solver of the
linear system. In some applications one may be interested in second order
accuracy also for the derivative of the solution. In numerical tests of Sec. 3.3
we show that the method is second order accurate in the solution and in its
first derivative.

3.1 Model problem

Let us consider the model problem

− d

dx

(

γ
du

dx

)

=f in Ω = [0, 1],

u(0) = g0, u(1) = g1.

(3.1)

where the diffusion coefficient γ : [0, 1] → R jumps on an interface α ∈]0, 1[,
i.e., is a smooth function in [0, α[ and in ]α, 1], but may be discontinuous
across α. We assume γ > ǫ > 0 in all the domain. If we solve this problem
by standard central differences on a uniform grid, the accuracy of the method
degrades to first order.

Let

uL = u|[0,α[, uR = u|]α,1], γL = γ|[0,α[, γR = γ|]α,1]

be the restriction functions of the solution and of the coefficient on the two

75
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Fig. 3.1: Computational domain Ω with an arbitrary interface α.

subdomains. We split the problem into the following subproblems:

− d

dx

(

γLdu
L

dx

)

= f in [0, α[

uL(0) = g0,

(3.2)

− d

dx

(

γRdu
R

dx

)

= f in ]α, 1]

uR(1) = g1.

(3.3)

In order to close the problem, we must provide an additional boundary con-
dition for each of uL and uR on the interface α. This additional conditions
are inferred to the requirement that the solution u and the flux γu′ are con-
tinuous across α. Introducing the jumping operator on α

[w] = lim
x→α+

w − lim
x→α−

w,

the additional boundary conditions may be resumed as

[u] = 0, [γu′] = 0

and are called transmission conditions [92]. They can be inferred by a phys-
ical requirement: for instance, in steady-state diffusion problems in two ma-
terials, the temperature and its flux are required to be continuous across α.
Non-homogeneous interface conditions may appear, for example, in presence
of a delta-function on the right hand side f = f1 + δα, with f1 ∈ C0([0, 1]).
Precisely, the two following problems are equivalent:

− d

dx
(γ

du

dx
) =f1 + Cδα in [0, 1]

u(0) = g0, u(1) = g1,

− d

dx
(γ

du

dx
) =f1 in [0, α[∪]α, 1]

u(0) = g0, u(1) = g1

[u] = 0, [γ u′] = −C.
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In the following we suppose the right-hand side is a regular function in the
two sub-regions, and non-homogeneous interface conditions are allowed:

[u] = gD, [γu′] = gN . (3.4)

Such general case is relevant for some applications, for example pressure
equation for incompressible flow in presence of surface tension at the inter-
face.
The two subproblems (3.2) and (3.3) are then coupled on α and cannot be
solved separately. The whole problem becomes

Model problem 6

− d

dx

(

γLd u
L

dx

)

= f in [0, α[ (3.5)

− d

dx

(

γRd u
R

dx

)

= f in ]α, 1] (3.6)

uL(0) = g0, uR(1) = g1 (3.7)

[u] = gD, [γu′] = gN . (3.8)

3.1.1 Discretization

LetN be an integer, h = 1/(N+1) be the spatial step and x0, x1, . . . , xN , xN+1

be the equally spaced grid points, with xj = j h. Let J be such that
xJ ≤ α < xJ+1 (see Fig. 3.1). We write J = ⌊α⌋, where ⌊·⌋ denotes the
integer part. We will denote by Lj[w] the quadratic interpolant of w in
nodes {xj−1, xj, xj+1}. By uL

j [uR
j ] we denote the component of the numeri-

cal solution which approximates uL(xj) [u
R(xj)], while we intend fj = f(xj),

γL
j = γL(xj), γ

R
j = γR(xj).

Let us discretize the system (3.7). Discretizing Equation (3.5) on nodes
x1, x2, . . . , xJ using central differences for the solution uL and linear interpo-
lation for the coefficient function γL, we obtain:

1

h2

(

γL
j− 1

2

(

uL
j − uL

j−1

)

+ γL
j+ 1

2

(

uL
j − uL

j+1

)

)

= fj, j = 1, . . . J, (3.9)

where γL
j+1/2 = (γL

j + γL
j+1)/2. In Eq. (3.9) for j = 1 the value uL

0 is given

by the Dirichlet condition (3.7): uL
0 = g0. It can be easily eliminated from

(3.9), but we will leave it in the system just for simplicity. The same applies
for uR

N discretizing Eq. (3.6) in node xN .
Eq. (3.9) for j = J needs to know the values of uL and γL in node xJ+1. Since
u′ and γ are discontinuous, we cannot use respectively uR

J+1 and γ
R
J+1, because
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this may result in a loss of accuracy, since it smears out the coefficient γ and
the numerical solution itself, while both jump on the interface. Then we need
to add an additional grid point value for the numerical solution uL(xJ+1),
called ghost point value, and to extrapolate γL up to the first ghost point
xJ+1. The same argument holds for u

R and γR in their ghost point xJ , when
discretizing Eq. (3.6) in node xJ+1.
The unknowns of the numerical method are therefore the N + 4 quantities

uL
0 , . . . , u

L
J+1, u

R
J , . . . , u

R
N+1. (3.10)

This approach has been called Ghost Fluid Method and used in the context
of multi-fluid flows [41]. The two additional unknowns uL

J+1 and uR
J require

two additional boundary conditions to close the system, which are given by
the transmission conditions (3.4), resulting in a 2 × 2 sub-system. We will
not solve this sub-system for uL

J+1 and uR
J , but we instead leave it in the

whole linear system, which will be solved iteratively. The extrapolation for
the coefficient functions γL and γR is simple linear extrapolation:

γL
J+1 = 2 γL

J − γL
J−1, γR

J = 2 γL
J+1 − γL

J+2.

Using then central differences to discretize (3.5) and (3.6), linear and quadratic
interpolation to discretize respectively the two conditions (3.8), we obtain the
following second order (N + 4)× (N + 4) linear system:

uL
0 = g0 (3.11)

1

h2

(

γL
j− 1

2

(

uL
j − uL

j−1

)

+ γL
j+ 1

2

(

uL
j − uL

j+1

)

)

= fj j = 1, . . . J (3.12)
(

(1− ϑ)uR
J + ϑuR

J+1

)

−
(

(1− ϑ)uL
J + ϑuL

J+1

)

= gD (3.13)

γR
α L′J [uR](α)− γL

α L′J−1[uL](α) = gN (3.14)

1

h2

(

γR
j− 1

2

(

uR
j − uR

j−1

)

+ γR
j+ 1

2

(

uR
j − uR

j+1

)

)

= fj j = J + 1, . . . N

(3.15)

uR
N + 1 = g1, (3.16)

with γL
α and γR

α obtained by linear interpolation:

γL
α = (1− ϑ)γL

J + ϑγL
J+1, γR

α = (1− ϑ)γR
J + ϑγR

J+1

and ϑ = (α− xJ)/h ∈ [0, 1].
If we apply a simple iterative method such as Gauss-Seidel or Jacobi to this
linear system, in general it will not converge, unless we solve the 2× 2 sub-
system of transmission conditions, eliminating them from the whole system.
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This elimination is easy to perform in one dimension, but becomes quite
involved in higher dimension. Therefore, we prefer to work with the whole
linear system without eliminate transmission conditions from it, in order to
extend the method to higher dimension in Chapter 4. Then we have to find
a different approach to solve iteratively the previous linear system. This can
be done by relaxing the transmission conditions.

3.1.2 Relaxation scheme

In order to find a convergent iterative method to solve the linear system
(3.11)-(3.16), following the approach introduced in Sec. 2.2, we solve the
associate time-dependent problem in the unknowns uL(x, t) and uR(x, t) for
(x, t) ∈ [0, 1]× (0,+∞):

uL(0, t) = g0 (3.17)

∂uL

∂t
= µ

(

∂

∂x

(

γL∂u
L

∂x

)

+ f

)

, x ∈ [0, α[ (3.18)

∂uL

∂t

∣

∣

∣

∣

x=α

= µN

([

γ
∂u

∂x

]

− gN

)

(3.19)

∂uR

∂t

∣

∣

∣

∣

x=α

= µD (gD − [u]) (3.20)

∂uR

∂t
= µ

∂

∂x

(

γR∂u
R

∂x

)

+ f, x ∈]α, 1] (3.21)

uR(1, t) = g1. (3.22)

where µ is a positive function, and µD and µN are two positive constants,
that will be set in Sec. 3.1.3 to satisfy some stability condition.
The choice of the sign of the two constants µD and µN is crucial and re-
quires some explanation. Roughly speaking, when replacing a vector equa-

tion F (w) = 0 for F : Rm → R
m by

·
ω= F (ω), we have to be sure that

the solution is asymptotically stable, i.e. that λ(∇ωF ) < 0. Eq. (3.20) will
be used to compute uR

J , therefore the derivative of the right hand side of
Eq. (3.20) with respect to uR

J has to be negative, to ensure convergence to
equilibrium. Eq. (3.19) is used to determine uL

J+1 by a transport equation on
uL(x, t). Since xJ+1 > α the propagation speed µN γL associated to uL(x, t),
has to be positive.
We are obviously interested in the steady-state solution and the time t repre-
sents an iterative parameter. We observe that transmission conditions (3.19)
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and (3.20) can be replaced by

∂uR

∂t

∣

∣

∣

∣

x=α

= µN

(

gN −
[

γ
∂u

∂x

])

∂uL

∂t

∣

∣

∣

∣

x=α

= µD ([u]− gD)

because both choices lead to the same steady state conditions.
To obtain a second order accurate solution in space we are allowed to dis-
cretize first order accurate the time derivative. Using forward Euler in time
and central differences in space for (3.18) and (3.21), we obtain (superscripts
L and R are omitted):

u
(m+1)
j = u

(m)
j + µj ∆t



fj −
γj− 1

2

(

u
(m)
j − u

(m)
j−1

)

+ γj+ 1

2

(

u
(m)
j − u

(m)
j+1

)

h2



 ,

(3.23)
where j = 1, . . . , J for uL and j = J + 1, . . . , N for uR. Choosing the
maximum time step allowed by the CFL condition for diffusion equation,
i.e., µj ∆t = h2/(γj+1/2 + γj−1/2), Eq. (3.23) becomes:

u
(m+1)
j =

1

γj− 1

2

+ γj+ 1

2

(

fj h
2 + γj− 1

2

u
(m)
j−1 + γj+ 1

2

u
(m)
j+1

)

, (3.24)

where j = 1, . . . , J for uL and j = J + 1, . . . , N for uR. Observe that such
equation is the one obtained by applying Jacobi iteration to Eqs. (3.12) and
(3.15).
Let us discretize Eq. (3.19). The time derivative is discretized by forward
Euler at the ghost point xJ+1, which is the quantity we want to compute.
The jump is discretized as in (3.14), so it is second order accurate. We obtain
the iteration:

u
L,(m+1)
J+1 = u

L,(m)
J+1 + µN∆t

(

γR
α L′J [uR,(m)](α)− γL

α L′J−1[uL,(m)](α)− gN
)

.
(3.25)

Likewise, in Eq. (3.20) we discretize the time derivative in xJ , obtaining:

u
R,(m+1)
J = u

R,(m)
J

+ µD∆t
(

(1− ϑ)u
L,(m)
J + ϑuJ+1)

L,(m) − (1− ϑ)u
R,(m)
J + ϑu

R,(m)
J+1 + gD

)

.

(3.26)

Iterations (3.24), (3.25) and (3.26) constitute the iterative scheme to solve
problem (3.1) to second order accuracy.
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3.1.3 Choosing constants µD and µN for transmission
conditions

In (3.25) and (3.26) two arbitrary constants µD and µN appear. Following
the same argument as in Sec. 2.2, such constants will be chosen in order to
satisfy some stability condition for the equation where they appear. This
procedure is not rigorous because it does not take into account the coupling
between the equations, and does not consist in a convergence proof. However,
in all numerical tests we performed, the conditions we find seem to guarantee
convergence.
Constant µD is introduced in Eq. (3.20), which is just a relaxation of the
jump condition. Then we require:

µD ∆t < 1. (3.27)

This condition will ensure positivity, and is a factor 2 more stringent than
just stability restriction. For practical purpose, we set µD ∆t = 0.9. In
order to obtain a condition on µN , we rewrite Eq. (3.19) as follows (we have
supposed for simplicity homogeneous jump gN = 0):

∂uL

∂t
+ µN γL ∂uL

∂x
= µN γR ∂uR

∂x
, t ∈ (0,∞). (3.28)

This is a simple convection equation with speed µN γL. Then a simple CFL
condition for convection equation might be

µN∆t ≤ h

γL
.

Numerical experiments show that this condition is not enough, especially in
the case γR/γL ≫ 1. An explanation of this behavior may be that the right-
hand side of (3.28) is not stationary when the convection evolves in time, but
it depends on time itself by uR. An acceptable condition is

µN ∆t ≤ h

max {γL, γR} . (3.29)

For practical purpose we choose µN ∆t = 0.9h/max
{

γL, γR
}

. Numerical
tests show that conditions (3.27) and (3.29) are sufficient for guarantee con-
vergence, but not necessary. A more detailed analysis is in progress.
Notice that µ∆t = O(h2), µN ∆t = O(h), µD∆t = O(1). Furthermore, only
the product of the constants times ∆t enters into the conditions, therefore
we may imagine that ∆t = 1.
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3.2 Multigrid approach

The convergence of the iterative method proposed in Sec. 3.1.2 is usually
very slow. To accelerate the convergence we use a multigrid strategy. To
make the iteration scheme (3.24)-(3.26) a building block for an efficient multi-
grid solver, we must be sure that such iteration (relaxation scheme) has the
smoothing property, i.e. that after few steps, the error becomes smooth (not
necessarily small). Roughly speaking, the high-frequency components of the
error reduce quickly. We do not explain all multigrid features, but just what
is different from classical multigrid approach, remanding to the literature for
more details (e.g., see [105, 55, 27]). The iteration scheme (3.24)-(3.26) is
a Jacobi-like scheme, as mentioned in Sec. 3.1.2. Jacobi scheme is not a
good smoother, since high-frequency components of the error reduce slowly.
A good smoother is instead the Gauss-Seidel scheme. Then, we use a Gauss-
Seidel version of (3.24)-(3.26) as a relaxation scheme, i.e.

u
L,(m+1)
j =

1

γj− 1

2

+ γj+ 1

2

(

fj h
2 + γj− 1

2

u
L,(m+1)
j−1 + γj+ 1

2

u
L,(m)
j+1

)

,

j = 1, . . . , J (3.30)

u
L,(m+1)
J+1 = u

L,(m)
J+1 +µN∆t

(

γR
α L′J [uR,(m)](α)− γL

α L′J−1[ũL](α)− gN
)

(3.31)

u
R,(m+1)
J = u

R,(m)
J

+ µD∆t
(

(1− ϑ)u
L,(m+1)
J + ϑu

L,(m+1)
J+1 − (1− ϑ)u

R,(m)
J − ϑu

R,(m)
J+1 + gD

)

(3.32)

u
R,(m+1)
j =

1

γj− 1

2

+ γj+ 1

2

(

fj h
2 + γj− 1

2

u
R,(m+1)
j−1 + γj+ 1

2

u
R,(m)
j+1

)

,

j = J + 1, . . . , N (3.33)

where in (3.31) we intend ũL such that ũL
j = u

L,(m+1)
j for j < J + 1 and

ũL
J+1 = u

L,(m)
J+1 . The unknowns are updated in the same order reported in

(3.10).
In order to explain the multigrid approach, we just describe the two-grid cor-
rection scheme (TGCS), because all the other schemes, such as V -cycle, W -
cycle, F -cycle or Full Multigrid cycle, can be easily derived from it (see [105,
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Sections 2.4 and 2.6] for more details). Let us introduce teh following nota-
tion. For a grid of spatial step h, we denote:

J =
⌊α

h

⌋

, ϑ =
α

h
− J

S(Ωh) =
{

wh = (wL, wR) such that

wL : {x0, . . . , xJ+1} → R, wR : {xJ , . . . , xN+1} → R
}

◦

S (Ωh) =
{

wh = (wL, wR) such that

wL : {x1, . . . , xJ} → R, wR : {xJ+1, . . . , xN} → R
}

uh = ((uL
j )j=0,...,J+1, (u

R
j )j=J,...,N+1) ∈ S(Ωh)

γh = ((γL
j )j=0,...,J+1, (γ

R
j )j=J,...,N+1) ∈ S(Ωh)

fh ∈
◦

S (Ωh) such that fh(xj) = fj

Lh : S(Ωh)× S(Ωh) −→
◦

S (Ωh) such that

(Lh(γh,uh))j =
1

h2

(

γL
j− 1

2

(

uL
j − uL

j−1

)

+ γL
j+ 1

2

(

uL
j − uL

j+1

)

)

if j ≤ J

(Lh(γh,uh))j =
1

h2

(

γR
j− 1

2

(

uR
j − uR

j−1

)

+ γR
j+ 1

2

(

uR
j − uR

j+1

)

)

if j ≥ J+1

[ · ]Dh : S(Ωh) −→ R such that

[uh]
D
h =

(

(1− ϑ)uR
J + ϑuR

J+1

)

−
(

(1− ϑ)uL
J + ϑuL

J+1

)

[ · , · ]Nh : S(Ωh)× S(Ωh) −→ R such that
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[γh,uh]
N
h = γR

α L′J [uR](α)− γL
α L′J−1[uL](α)

The linear system (3.11)-(3.16) can be resumed as follows:

Lh(γh,uh) = fh

[uh]
D
h = gD

[γh,uh]
N
h = gN

uL
0 = g0

uR
N = g1.

For simplicity we assume that N + 1 = 1/h is a power of 2. The TGCS
consists into the following algorithm:

1. Set initial guess uh = 0.

2. Relax ν1 times on the finest grid: for k from 1 to ν1 do (3.30), (3.31),
(3.32).

3. Compute the defects rh ∈
◦

S (Ωh), g̃D, g̃N ∈ R:

rh = fh + Lh(γh,uh)

g̃D = gD − [uh]
D
h

g̃N = gN − [γh,uh]
N
h

4. Transfer the defect rh to a coarser grid with spatial step 2h by a suitable
restriction operator

r2h = Ih2h (rh) .

5. Solve exactly the residual problem on the coarser grid in the unknown
e2h ∈ S(Ω2h)

Lh(γ2h, e2h) = r2h

[e2h]
D
h = g̃D

[γ2h,u2h]
N
h = g̃N

eL0 = 0

eR(N+1)/2 = 0

6. Transfer the error to the finest grid by a suitable interpolation operator

eh = I2hh (e2h) .
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7. Correct the fine-grid approximation

uh = uh + eh.

8. Relax ν2 times on the finest grid: for k from 1 to ν2 do (3.30), (3.31),
(3.32).

To complete the description of TGCS, we have just to explain the steps
concerning grid migration (steps 4 and 6).

3.2.1 Transfer grid operators

In this section, we describe the transfer grid operators for vertex-centered
grid. Observe that coefficients γL and γR can be transferred in an exact
manner by a simple injection operator.

3.2.1.1 Restriction operator

Since such operator will act on the defect rh = (rLh , r
R
h ) ∈

◦

S (Ωh) (step 4),
we perform the restriction from a fine grid to a coarser grid separately for
rLh and rRh . This is justified by the fact that the defect rLh of the left do-
main may be very different (after few relaxations) from the defect rRh of
the right domain, especially in the case of high jumping coefficient, i.e.,
max

{

γL
α/γ

R
α , γ

R
α /γ

L
α

}

>> 1. In addition, these defects are very different
also from the defects of jumping conditions g̃D and g̃N , because the opera-
tors scale with different power of h.

Let us describe the restriction of rLh by the operator
(

Ih2h
)L

(see Fig. 3.2).
Let xJ be the closest grid point to α from the left in the fine grid (see Fig.
3.1). Let x be a grid point of the coarse grid. If x < xJ we will use the
standard full-weighting restriction operator (FW):

(

Ih2h
)L

rLh (x) =
1

4

(

rh(x− h)L + 2 rh(x)
L + rh(x+ h)L

)

, (3.34)

while if x = xJ we reduce to an upwind linear convex combination from the
left direction:

(

Ih2h
)L

rLh (x) = ω1 r
L
h (x) + (1− ω1)r

L
h (x− h), (3.35)

since in x + h only rRh is defined and not rLh . In our tests we found that
ω1 = 1/2 gives better results than ω1 = 3/4.

The operator
(

Ih2h
)R

works in a similar manner: let xJ+1 the closest grid point
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to α from the right in the fine grid. If x > xJ+1 we will use the standard
full-weighting restriction operator (FW):

(

Ih2h
)R

rRh (x) =
1

4

(

rh(x− h)R + 2 rh(x)
R + rh(x+ h)R

)

, (3.36)

while if x = xJ we reduce to an Upwind mean value from the left direction:

(

Ih2h
)R

rRh (x) =
1

2

(

rRh (x) + rRh (x+ h)
)

. (3.37)

The whole restriction reads

Ih2hrh =
(

(

Ih2h
)L

rLh ,
(

Ih2h
)R

rRh

)

.

In the upper part of Fig. 3.2 is represented the case in which we have to use
(3.35) and (3.36). The only other possible case is that we have to use (3.34)
and (3.37).
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Fig. 3.2: Fine and coarse grid for transfer operators. The dashed lines represent the
action of the restriction (top) and the interpolation (middle and bottom) operators.
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3.2.1.2 Interpolation operator

Since such operator will act on the correction e2h = (eL2h, e
R
2h) ∈ S(Ω2h) (step

4), we perform the interpolation from a coarse grid to a finer grid separately
for eL2h and eR2h (see middle and lower part of Fig. 3.2), but always using the
standard linear interpolation:

{

(

I2hh
)L

eL2h(xj) = eL2h(xj) if j is even
(

I2hh
)L

eL2h(xj) = 1
2

(

eL2h(xj−1) + eL2h(xj+1)
)

if j is odd.

{

(

I2hh
)R

eR2h(xj) = eR2h(xj) if j is even
(

I2hh
)R

eR2h(xj) = 1
2

(

eR2h(xj−1) + eR2h(xj+1)
)

if j is odd.

The whole interpolation reads

I2hh e2h =
(

(

I2hh
)L

eL2h,
(

I2hh
)R

eR2h

)

.

Remark. 1 (Coarser operator) We observe that the discrete operator
L2h on the coarser grid (step 5) is just the operator obtained discretizing
directly the continuous operator in the grid with spatial step 2h, and not the
operator obtained by Galerkin condition

L2h = Ih2h Lh I
2h
h .

The last approach, typical of algebraic multigrid, makes the algebraic prob-
lem more expensive from a computational point of view and does not take
advantage of the fact that the discrete problem comes from a continuous
problem.

Remark. 2 (V -cycle) The V -cycle algorithm is easily obtained from the
TGCS recursively, namely applying the same algorithm to solve the residual
equation in step 5. To terminate the recursion, an exact solver is used to
solve the residual problem when the grid achieves a fixed level of coarsening.
We denote by V (ν1, ν2)-cycle the V -cycle performed with ν1 pre-relaxations
and ν2 post-relaxations.

Remark. 3 (W -cycle) The W -cycle is similar to the V -cycle, with
the only difference that the residual problem is solved recursively two times
instead of one (in general schemes, δ times, but δ > 2 is considered useless
for practical purposes).
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3.3 Numerical tests

In this section we confirm numerically the second order accuracy of the dis-
cretization of Sec. 3.1.1 and compute the convergence factor ρ of the multi-
grid approach for several examples, to confirm the independence of ρ from
the spatial step h and the magnitude of the jumping coefficient.
Second order accuracy is gained also for first derivative of the solution, as it
is shown by the comparison between exact first derivative and the numerical
derivative obtained by central difference of the numerical solution.
In all numerical tests, we choose an arbitrary interface α ∈]0, 1[ and an
analytical expression of the exact solution u = (uL, uR) and of diffusion co-
efficient γ = (γL, γR). Then we reconstruct the data f , gD and gN , perform
the multigrid technique, and compare the numerical solution with the exact
solution to compute the order of accuracy by the slope of the best-fit line.
In all our tests we use the following stopping criterion for the V−cycle

∥

∥

∥
u
(m+1)
h − u

(m)
h

∥

∥

∥

∞
∥

∥

∥
u
(m+1)
h

∥

∥

∥

∞

≤ TOL.

This will ensure that the actual relative error satisfies
∥

∥

∥e
(m+1)
h

∥

∥

∥

∞

‖eh‖∞
≤ ρ

TOL

1− ρ
.

The tolerance we used is TOL = 10−6, which ensures that the error in the
solution of the algebraic system is always lower than truncation error. For
each example we show a table in which we list the errors, and the value in the
third [fifth] column and i-th row of the table indicates the accuracy order,
computed as log2 (ei−1/ei), where ei is the L

∞-error of the numerical solution
[derivative] indicated in the second [fourth] column and i-th row.
To compute the asymptotic convergence factor, we use the following estimate:

ρ = ρ(m) =

∥

∥

∥
r
(m)
h

∥

∥

∥

∞
∥

∥

∥
r
(m−1)
h

∥

∥

∥

∞

,

which is reliable for m large. In order to avoid difficulties related to numeri-
cal instability due to machine precision, we will always use the homogeneous
model problem as a test when we want to compute the asymptotic conver-
gence factor, namely Eq. (3.1) with f = g0 = g1 = 0 and homogeneous
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jump conditions, and perform the multigrid algorithm starting from an ini-
tial guess different from zero. Since in this case we are just interested in the
convergence factor and not in the numerical solution itself (which approaches
zero), a reasonable stop criterion will be

∣

∣ρ(m) − ρ(m−1)
∣

∣

ρ(m)
< 10−2.

Several tests are performed for each example, based on the different size of
the finest and coarsest grids. The finest grid is obtained dividing the domain
[0, 1] into N + 1 intervals, while the coarsest grid is obtained dividing the
domain into Nc + 1 intervals.

3.3.1 Example 1

We choose (see Fig. 3.3)

α = 0.343,

{

uL = esin(5πx)

uR = ex
2 ,

{

γL = 3 + cos(5πx)
γR = 109 (10 + sin(5πx))

.

Fig. 3.4 shows the numerical results and the second order slope of the best-fit
line for the L∞-error of the numerical solution and its derivative. Table 3.1
shows the convergence factor for different values of N and Nc.
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Fig. 3.3: We refer to Ex. 3.3.1. The data are computed for N = 64.

3.3.2 Example 2

We choose (see Fig. 3.5)

α = 0.743,

{

uL = esin(5πx)

uR = ex
2 ,

{

γL = 3 + cos(5πx)
γR = 109 (10 + sin(5πx))

.
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N + 1 ‖u− uh‖∞ order ‖u′ − u
′
h‖∞ order

64 1.87 ·10−2 - 3.33 ·10−1 -
128 4.59 ·10−3 2.03 8.38 ·10−2 1.99
256 1.13 ·10−3 2.02 2.12 ·10−2 1.98
512 2.77 ·10−4 2.03 5.35 ·10−3 1.99
1024 6.95 ·10−5 2.00 1.34 ·10−3 2.00
2048 1.73 ·10−5 2.01 3.36 ·10−4 1.99
4096 4.48 ·10−6 1.95 8.21 ·10−5 2.03
8192 1.11 ·10−6 2.01 2.07 ·10−5 1.99

Fig. 3.4: We refer to Ex 3.3.1. Left: Representation of the L∞-error of
the numerical solution and its derivative. The slope of the best-fit lines
is respectively s = −2.00 and s = −2.00. Right: List of errors and order
of accuracy computed by subsequent errors.

Table 3.1: Measured V (1, 1)-cycle convergence factor for the numerical
test of Ex. 3.3.1. We use N +2 number of grid points in the finest grid;
Nc + 2 number of grid points in the coarsest grid.

N+1 32 64 128 256 512 1024 2048 4096

Nc+1

16 0.15 0.16 0.15 0.17 0.19 0.15 0.15 0.15
32 0.14 0.12 0.17 0.19 0.15 0.15 0.15
64 0.07 0.16 0.19 0.15 0.15 0.15
128 0.11 0.17 0.15 0.15 0.15

The only difference with respect to the previous example is the value of α.
Fig. 3.6 shows the numerical results and the second order slope of the best-fit
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line for the L∞-error of the numerical solution and its derivative. Table 3.2
shows the convergence factor for different values of N and Nc.
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Fig. 3.5: We refer to Ex. 3.3.2. The data are computed for N = 64.

Table 3.2: Measured V (1, 1)-cycle convergence factor for the numerical
test of Ex. 3.3.2. We use N +2 number of grid points in the finest grid;
Nc + 2 number of grid points in the coarsest grid.

N+1 32 64 128 256 512 1024 2048 4096

Nc+1

16 0.13 0.13 0.11 0.14 0.15 0.15 0.15 0.15
32 0.13 0.11 0.15 0.15 0.15 0.15 0.15
64 0.11 0.13 0.15 0.15 0.15 0.15
128 0.15 0.15 0.15 0.15 0.15

3.3.3 Example 3

We choose (see Fig. 3.7)

α = 0.283

{

uL = esin(5πx)

uR = ex
2 ,

{

γL = 109 (10 + sin(5πx))
γR = 3 + cos(5πx)

.

Fig. 3.8 shows the numerical results and the second order slope of the best-fit
line for the L∞-error of the numerical solution and its derivative. Table 3.3
shows the convergence factor for different values of N and Nc.
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N + 1 ‖u− uh‖∞ order ‖u′ − u
′
h‖∞ order

64 1.86 ·10−2 - 3.38 ·10−1 -
128 4.63 ·10−3 2.01 8.38 ·10−2 2.01
256 1.15 ·10−3 2.01 2.10 ·10−2 2.00
512 2.86 ·10−4 2.01 5.26 ·10−3 2.00
1024 7.24 ·10−5 1.98 1.30 ·10−3 2.01
2048 1.80 ·10−5 2.01 3.28 ·10−4 1.99
4096 4.48 ·10−6 2.01 8.21 ·10−5 2.00
8192 1.12 ·10−6 2.00 2.05 ·10−5 2.00

Fig. 3.6: We refer to Ex 3.3.2. Left: Representation of the L∞-error of
the numerical solution and its derivative. The slope of the best-fit lines
is respectively s = −2.00 and s = −2.00. Right: List of errors and order
of accuracy computed by subsequent errors.
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Fig. 3.7: We refer to Ex. 3.3.3. The data are computed for N = 64.

3.3.4 Example 4

We choose (see Fig. 3.9)

α = 0.813,

{

uL = ex
2

uR = esin(5πx)
,

{

γL = 109 (10 + sin(5πx))
γR = 3 + cos(5πx)

.
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N + 1 ‖u− uh‖∞ order ‖u′ − u
′
h‖∞ order

64 2.07 ·10−2 - 3.15 ·10−1 -
128 5.15 ·10−3 2.01 7.76 ·10−2 2.02
256 1.20 ·10−3 2.10 1.90 ·10−2 2.03
512 2.19 ·10−4 2.46 5.57 ·10−3 1.77
1024 6.10 ·10−5 1.84 1.33 ·10−3 2.07
2048 1.76 ·10−5 1.79 3.09 ·10−4 2.11
4096 5.05 ·10−6 1.80 7.60 ·10−5 2.02
8192 1.22 ·10−6 2.05 1.86 ·10−5 2.03

Fig. 3.8: We refer to Ex 3.3.3. Left: Representation of the L∞-error of
the numerical solution and its derivative. The slope of the best-fit lines
is respectively s = −2.01 and s = −2.00. Right: List of errors and order
of accuracy computed by subsequent errors.

Table 3.3: Measured V (1, 1)-cycle convergence factor for the numerical
test of Ex. 3.3.3. We use N +2 number of grid points in the finest grid;
Nc + 2 number of grid points in the coarsest grid.

N+1 32 64 128 256 512 1024 2048 4096

Nc+1

16 0.09 0.10 0.12 0.15 0.15 0.15 0.15 0.15
32 0.09 0.10 0.15 0.15 0.15 0.15 0.15
64 0.12 0.15 0.15 0.15 0.15 0.15
128 0.13 0.15 0.15 0.15 0.15

Fig. 3.10 shows the numerical results and the second order slope of the best-
fit line for the L∞-error of the numerical solution and its derivative. Table
3.4 shows the convergence factor for different values of N and Nc.
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Fig. 3.9: We refer to Ex. 3.3.4. The data are computed for N = 64.
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N + 1 ‖u− uh‖∞ order ‖u′ − u
′
h‖∞ order

64 1.59 ·10−2 - 3.46 ·10−1 -
128 3.99 ·10−3 2.00 8.74 ·10−2 1.98
256 9.66 ·10−4 2.05 2.22 ·10−2 1.98
512 2.23 ·10−4 2.12 5.74 ·10−3 1.95
1024 5.25 ·10−5 2.08 1.47 ·10−3 1.97
2048 1.68 ·10−5 1.64 3.31 ·10−4 2.15
4096 4.12 ·10−6 2.03 8.36 ·10−5 1.98
8192 9.87 ·10−7 2.06 2.13 ·10−5 1.97

Fig. 3.10: We refer to Ex 3.3.4. Left: Representation of the L∞-error of
the numerical solution and its derivative. The slope of the best-fit lines
is respectively s = −1.99 and s = −2.00. Right: List of errors and order
of accuracy computed by subsequent errors.

3.3.5 Independence of convergence factor from the jump
in the coefficient

In this section we show that the convergence factor does not depend on the
jump in the coefficient. We choose

α = 0.543,

{

uL = 0
uR = 0

,

{

γL = 10p

γR = 1
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Table 3.4: Measured V (1, 1)-cycle convergence factor for the numerical
test of Ex. 3.3.4. We use N +2 number of grid points in the finest grid;
Nc + 2 number of grid points in the coarsest grid.

N+1 32 64 128 256 512 1024 2048 4096

Nc+1

16 0.17 0.12 0.14 0.18 0.17 0.15 0.16 0.15
32 0.11 0.14 0.16 0.15 0.15 0.15 0.15
64 0.06 0.14 0.15 0.15 0.15 0.15
128 0.12 0.15 0.15 0.15 0.15

and start the multigrid process with an initial guess different from zero, in
order to compute the asymptotic convergence factor. We list the results in
Table 3.5.

Table 3.5: Measured V (1, 1) asymptotic convergence factors for a prob-
lem with a jumping coefficient of the order 10p

p 0 1 2 3 4 5

ρ 0.11 0.10 0.11 0.11 0.11 0.10

Remark. (Comparison with Domain Decomposition Method)
Domain Decomposition Method (DDM) is another iterative method to solve
elliptic problems with discontinuous coefficient, based on solving iteratively
the two subproblems















− ∂

∂x

(

γL∂u
L,(m+1)

∂x

)

= f in [0, α[

uL,(m+1)(0) = g0
uL,(m+1)(α) = uR,(m)(α)























− ∂

∂x

(

γR∂u
R,(m+1)

∂x

)

= f in ]α, 1]

γR ∂uR,(m+1)(α)

∂x
= γL ∂uL,(m+1)(α)

∂x
uR,(m+1)(1) = g1

until convergence. A little drawback of this method is that, in order to
guarantee the convergence, it must be α > 0.5 (see [92, pag. 12]). Our
method may be regarded as a DDM, but in place of solving a subproblem to
provide the right-hand side for the other subproblem (and so on iteratively),
we just perform a relaxation on a subproblem, and with the guess obtained
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we build the right-hand side of the other subproblem, as it can be seen in Sec.
3.1.2. With this relaxing strategy, the convergence is always guaranteed, as
showed in numerical tests.



Chapter 4
Discontinuous coefficients: 2D case

In this chapter we describe the discretization and the multigrid technique to
solve the elliptic problem with discontinuous coefficient in higher dimension.
Some general aspects are a straightforward extension from the one dimen-
sional case described in the previous chapter, such as the discretization of
inner equations, the ghost-technique for interface transmission conditions,
the kind of multigrid cycling. On the other hand, some specific aspects have
to be adapted in a suitable way to the high dimensional case, such as the
choice of the nine-point stencil for the transmission conditions (that, as we
will see, it is not a straightforward extension of the continuous coefficient
case), the defect extension far from the interface for both sides, the coarsest
grid direct solver.

4.1 Model Problem

Let D = [−1, 1]2 be the computational domain and Ω ⊂ D be a domain such
that ∂Ω ∩ ∂D = ∅. Let us consider a partition Ω = Ω− ∪ Ω+, i.e. Ω+ and

Ω− are two non-empty domains such that
◦

Ω− ∩
◦

Ω+= ∅ (see Fig. 4.1). Let Γ
be the interface separating the two subdomains, i.e. Γ = ∂Ω− ∩ ∂Ω+, while
the boundary is ∂Ω. Considering the description of Chapter 3, the equivalent
problem of the Model Problem 6 (3.5)-(3.8) is the following:

Model problem 7






















−∇ · (β±∇u±) = f± in Ω±

[[u]] = gD on Γ
[[

β
∂u

∂n

]]

= gN on Γ

u = g on ∂Ω

(4.1)

97
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Fig. 4.1: Domain partition Ω = Ω− ∪ Ω+ and the interface Γ separating the two
subdomains along which we impose the jump conditions.

With [[·]] we denote the jump across the interface Γ, i.e.
[[ω]] (x̄, ȳ) = lim

Ω+∋(x,y)→(x̄,ȳ)
ω+(x, y)− lim

Ω−∋(x,y)→(x̄,ȳ)
ω−(x, y).

The domains and the interface are implicitly known by two level set functions
φ and φΓ in such a way:

Ω = {(x, y) : φ(x, y) < 0} ,
Ω− =

{

(x, y) : φΓ(x, y) < 0 and φ(x, y) < 0
}

,

Ω+ =
{

(x, y) : φΓ(x, y) >= 0 and φ(x, y) < 0
}

,

Γ =
{

(x, y) : φΓ(x, y) = 0 and φ(x, y) < 0
}

.

(4.2)

The level-set treatment of Sec. 1.1.1 can be repeated here for both level-
set functions φ and φΓ. The normal vectors are:

nΩ =
∇φ

|∇φ| , nΓ =
∇φΓ

|∇φΓ| .

4.1.1 Notation

Let us consider the notation introduced in Section 1.1 and add some further
definitions. Let Ω+

h = Ω+ ∩Dh and Ω
−
h = Ω− ∩Dh be the discrete versions

of Ω+ and Ω− respectively. Let Γ++h be the set of the ghost points for Ω+,
namely the grid points outside Ω+ and belonging to some five-point stencil
centered in a grid point inside Ω+, i.e.

(x, y) ∈ Γ++h ⇐⇒ (x, y) ∈ Dh\Ω+
h and {(x± h, y), (x, y ± h)} ∩ Ω+

h 6= ∅.
Similarly we define Γ−−h the set of the ghost points for Ω−, and Γh the set
of the ghost points for Ω. Let us define Γ−h = Γ−−h \Γh and Γ+h = Γ++h \Γh.
We call N+

i =
∣

∣Ω+
h

∣

∣, N+
g =

∣

∣Γ+h
∣

∣, N−
i =

∣

∣Ω−h
∣

∣, N−
g =

∣

∣Γ−h
∣

∣, Ng = |Γh|,
N++

i =
∣

∣Γ++h

∣

∣, N−−
i =

∣

∣Γ−−h
∣

∣.
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4.2 Discretization of the problem

The final linear system coming from the discretization of the problem will
consist in a (N+

i +N+
g +N−

i +N−
g +Ng)× (N+

i +N+
g +N−

i +N−
g +Ng) linear

system. The N−
i equations coming from the grid points of Ω−h are obtained

by usual central differences:

β−i+1/2,j
(

u−i,j − u−i+1,j
)

+ β−i−1/2,j
(

u−i,j − u−i−1,j
)

+

β−i,j+1/2
(

u−i,j − u−i,j+1
)

+ β−i,j−1/2
(

u−i,j − u−i,j−1
)

= f−i,j h
2 (4.3)

where β−i±1/2,j = (β−i,j + β−i±1,j)/2, β
−
i,j±1/2 = (β−i,j + β−i,j±1)/2. Similarly, we

write an equation for each grid point of Ω+
h .

β+i+1/2,j
(

u+i,j − u+i+1,j
)

+ β+i−1/2,j
(

u+i,j − u+i−1,j
)

+

β+i,j+1/2
(

u+i,j − u+i,j+1
)

+ β+i,j−1/2
(

u+i,j − u+i,j−1
)

= f+i,j h
2 (4.4)

Therefore, to close the linear system, we must write an equation for each
ghost point G ∈ Γh ∪ Γ+h ∪ Γ−h .
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�
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Fig. 4.2: In this figure G ∈ Γ−h . The
blue nine-point stencil is contained
in Ω+

h ∪Γ+

h and serves for interpolat-
ing ũ+; the red nine-point stencil is
contained in Ω−h ∪ Γ−h and serves for
interpolating ũ−.
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Fig. 4.3: In this figure G ∈ Γ−h .
The nine-point stencil contained in
Ω+

h ∪ Γ+

h serving to interpolate ũ+

has been reduced to the blue three-
point stencil.

4.2.1 Discretization of interface/boundary conditions

Let G ∈ Γh. Then, we discretize the boundary condition on Ω, i.e. the fourth
equation of (4.1). For such discretization we follow the algorithm described
in Sec. 1.2.1.
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Let G ∈ Γ−h ∪Γ+h , we discretize the interface conditions (second and third
equations of (4.1)). Let us explain such a discretization in details.

We compute an approximation of the unit normal vector to Γ in G point-
ing from Ω− to Ω+, that is nΓG =

(

∇φΓ/
∣

∣∇φΓ
∣

∣

)∣

∣

G
, using a second order

accurate discretization for ∇φΓ, such as central differences in G. Now we
can compute the closest interface point to G, that we call I, as:

I = G− nG · φ(G). (4.5)

The equation of the linear system for the ghost point G is obtained dis-
cretizing one of the jump conditions (second and third equation of (4.1)):
more precisely, if G ∈ Γ−h we use one of the two jump conditions, while if
G ∈ Γ+h we use the other jump condition. Which jump condition has to
be used in each case constitutes a choice, that can be based, for example,
on the condition number of the resulting linear system. In fact, it is pre-
ferred to use the jump in the flux (third equation in (4.1)) if G is the ghost
point for the domain where the coefficient β is greater, in order to obtain
a better conditioned linear system. In order to better explain this fact, let
us suppose we want to discretize the equation for the ghost point G ∈ Γ−

and that β− < β+. If we discretize the jump in the flux (third equation of
(4.1)) to construct the equation of the linear system, then the diagonal entry
is multiplied by β−, while some of the off-diagonal entries are multiplied by
β+ > β−, leading to ill-conditioned system.

Therefore:

• if
{

G ∈ Γ+h and β+(I) < β−(I)
}

or
{

G ∈ Γ−h and β+(I) > β−(I)
}

, then
the equation for the ghost point G is obtained from [[u]] (I) = gD(I):

ũ+h (I)− ũ−h (I) = gD(I) (4.6)

• otherwise, it is obtained from

[[

β
∂u

∂n

]]

(I) = gN(I):

(

β+∇ũ+h − β−∇ũ−h
)∣

∣

I
·





∇φ̃h
∣

∣

∣
∇φ̃h

∣

∣

∣





∣

∣

∣

∣

∣

∣

I

= gN(I) (4.7)

where ũ+h (resp. ũ−h ) is the biquadratic interpolant of u
+
h (resp. u−h ) in a

suitable nine-point stencil contained in Ω+
h ∪ Γ++h (resp. Ω−h ∪ Γ−−h ), and φ̃h

is the biquadratic interpolant of φ in a any nine-point stencil surrounding I.
What is left is the choice of the nine-point stencils contained in Ω−h ∪ Γ−−h
and Ω+

h ∪ Γ++h .
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4.2.1.1 Choice of the nine-point stencil

Let us suppose that G ∈ Γ−h (the case G ∈ Γ+h is treated similarly). The
nine-point stencil contained in Ω−h ∪ Γ−−h is chosen in upwind direction, i.e.:

St9 =
{

G+ h(sx k1, sy k2) : (k1, k2) ∈ {0, 1, 2}2
}

, (4.8)

where sx = sgn(xI − xG) and sy = sgn(yI − yG), with G ≡ (xG, yG) and
I ≡ (xI , yI). Such stencil can be modified according to the Remark 3 of Sec.
1.2.1.3.

The nine-point stencil contained in Ω+
h ∪ Γ++h will be set as follows: if

|xG − xI | ≥ |yG − yI | (as in Figs. 4.2 and 4.3) it will be composed by three
points of the row j − 1, three points of the row j, three points of the row
j+1; while if |xG−xI | < |yG− yI | it will be composed by three points of the
column i− 1, three points of the column i, three points of the column i+ 1.
Let us suppose |xG − xI | ≥ |yG − yI | (the opposite case is treated similarly).
Then:

• The three points of the row j are:

(i− 1, j)h, (i, j)h, (i+ 1, j)h.

Since (i, j)h ≡ G ∈ Ω+
h , such three points belong to Ω

+
h ∪ Γ++h .

• The three points of the row j + 1 are

(i− 1, j + 1)h, (i, j + 1)h, (i+ 1, j + 1)h

if all of them belong to Ω+
h ∪ Γ++h , otherwise we choose one of the

following two triples:

{(i− 2, j + 1)h, (i− 1, j + 1)h, (i, j + 1)h} or

{(i, j + 1)h, (i+ 1, j + 1)h, (i+ 2, j + 1)h}
if one of them is contained in Ω+

h ∪Γ++h , otherwise we reduce the stencil
as described later.

• The three points of the row j − 1 are

(i− 1, j − 1)h, (i, j − 1)h, (i+ 1, j − 1)h

if all of them belong to Ω+
h ∪Γ+h , otherwise we choose one of the following

two triples:

{(i− 2, j − 1)h, (i− 1, j − 1)h, (i, j − 1)h} or

{(i, j − 1)h, (i+ 1, j − 1)h, (i+ 2, j − 1)h}
if one of them is contained in Ω+

h ∪Γ++h . otherwise we reduce the stencil
as described later.
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If it is not possible to build the nine-point stencil, we revert to a more robust
(less accurate) three-point stencil (Fig. 4.3):

(i, j)h, (i− 1, j)h, (i, j − 1)h.

Note that these three points belong to Ω+
h ∪ Γ++h , since G ≡ (i, j)h ∈ Ω+

h .
If G ∈ Γ−h the procedure is the same, provided to interchange the sub-

scripts + and −.

4.3 Multigrid approach

4.3.1 Relaxation scheme

As in Sec. 3.1.2 for 1D problems, the relaxation scheme is obtained discretiz-
ing the following associate time-dependent problem in space and time:

∂u±

∂t
= µ±

(

f± +∇ ·
(

β±∇u±
))

in Ω±

∂us1

∂t
= µD (gD − [[u]]) on Γ

∂us2

∂t
= µN

(

gN −
[[

β
∂u

∂n

]])

on Γ

∂u

∂t
= µB (g − u) on ∂Ω

(4.9)

where s1, s2 ∈ {−,+} and s1 6= s2. The choice of s1 and s2 depends on
the value of β in order to better precondition the linear system, as explained
in Sec. 4.2.1. In details:

s1 = +, s2 = − if β+ < β−,

s1 = −, s2 = + if β+ ≥ β−.

Let us describe such a relaxation scheme in details. For inner equations, the
relaxation scheme is straightforward. Let us consider, for instance, a grid
point (i, j)h ∈ Ω−h . The iterative scheme for such a point is obtained by the
first equation of (4.9) and by (4.3):

u
− (n+1)
i,j = u

− (n)
i,j + µ−i,j ∆t f−i,j

+
µ−i,j ∆t

h2

(

β−i+1/2,j

(

u
− (n)
i,j − u

− (n)
i+1,j

)

+ β−i−1/2,j

(

u
− (n)
i,j − u

− (n)
i−1,j

)

+β−i,j+1/2

(

u
− (n)
i,j − u

− (n)
i,j+1

)

+ β−i,j−1/2

(

u
− (n)
i,j − u

− (n)
i,j−1

))

(4.10)
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where µ−i,j is chosen in such a way it becomes a Jacobi-like scheme, i.e.:

µ−i,j∆t =
h2

β−i−1/2,j + β−i+1/2,j + β−i,j−1/2 + β−i,j+1/2
.

If (i, j)h ∈ Ω−h the iteration scheme is straightforward to obtain, according
to replace the subscript − with +:

u
+ (n+1)
i,j = u

+ (n)
i,j + µ+i,j ∆t f+i,j

+
µ+i,j ∆t

h2

(

β+i+1/2,j
(

u+i,j − u+i+1,j
)

+ β+i−1/2,j
(

u+i,j − u+i−1,j
)

+β+i,j+1/2
(

u+i,j − u+i,j+1
)

+ β+i,j−1/2
(

u+i,j − u+i,j−1
)

)

(4.11)

Now, let us consider a ghost point G ∈ Γh. Therefore, the iterative
scheme for G is obtained from the fourth equation of (4.9) and it is similar
to Eq. (2.16), i.e.:

u
(n+1)
G = u

(n)
G + µB ∆t

(

g(B)− u
(n)
h (B)

)

, (4.12)

where B is the projection point on the boundary ∂Ω starting from the ghost
point G and obtained by the signed distance function φ:

B = G− φ(G)
∇φ

|∇φ| ,

where ∇φ is discretized by central differences in G. Note that the value of
uG indeed refers to u−G or u+G if respectively B ∈ ∂Ω− or B ∈ ∂Ω+.

If G ∈ Γ−h , the iterative scheme for G is obtained by the second or third
equation of (4.9), more precisely, the second equation if s1 = −, the third
equation if s2 = −. This choice is in accord with the discretization of the
interface conditions described in Sec. 4.2.1. Recalling the choice (4.6) or
(4.7), and the (4.5), we summarize as follows:

• if β+(I) > β−(I), then the equation for the ghost point G ∈ Γ−h is:

u
− (n+1)
G = u

− (n)
G + µD ∆t

(

gD(I)−
(

ũ+h (I)− ũ−h (I)
))

(4.13)

• otherwise, it is:

u
− (n+1)
G = u

− (n)
G +µN∆t



gN(I)−
(

β+∇ũ+h − β−∇ũ−h
)∣

∣

I
·





∇φ̃h
∣

∣

∣
∇φ̃h

∣

∣

∣





∣

∣

∣

∣

∣

∣

I





(4.14)
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On the contrary, the iterative equation for a ghost point G ∈ Γ+h will be
set as follows.

• if β+(I) > β−(I), then the equation for the ghost point G ∈ Γ+h is:

u
+ (n+1)
G = u

+ (n)
G +µN∆t



gN(I)−
(

β+∇ũ+h − β−∇ũ−h
)∣

∣

I
·





∇φ̃h
∣

∣

∣
∇φ̃h

∣

∣

∣





∣

∣

∣

∣

∣

∣

I





(4.15)

• otherwise, it is:

u
+ (n+1)
G = u

+ (n)
G + µD ∆t

(

gD(I)−
(

ũ+h (I)− ũ−h (I)
))

(4.16)

Up to now, nothing has been said about the sign of the constants µD,
µN and µB. Actually, this is a crucial point in order to make the whole
iterative process convergent. What we request for stability is, in fact, that
the coefficient of the right-hand side with respect to the variable on which
we are iterating is positive and less than one. For example, let us consider
the iteration (4.13). We are iterating on the variable u−G and the coefficient
of the right-hand side with respect to this variable is:

c−G = 1 + µD ∆t coeff(ũ−h (I), u
−
G).

Then, we impose that 0 < c−G < 1. The condition c−G < 1 is ensured by
µD < 0, while the condition 0 < c−G implies

−µD ∆t <
1

coeff(ũ−h (I), u
−
G)

.

This condition must holds for every possible value of coeff(ũ−h (I), u
−
G) (such

value depends in fact on the vector G − I), then for its maximum value,
which is one. Ultimately, the conditions are:

µD < 0, −µD∆t < 1. (4.17)

By the same argument, let us consider the iteration (4.14). We are iterat-
ing on the variable u−G and the coefficient of the right-hand side with respect
to this variable is:

c−G = 1 + µN ∆t cinterpG , with cinterpG = coeff



β−∇ũ−h (I) ·
∇φ̃h(I)
∣

∣

∣∇φ̃h(I)
∣

∣

∣

, u−G



 .
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Let us impose 0 < c−G < 1. The condition c−G < 1 is satisfied if µN < 0. In
fact, we observe that, since the nine-point stencil for the biquadratic interpo-
lation ũh is chosen in Upwind direction (see (4.8)), therefore the coefficient
cinterpG is positive if and only if the normal vector

ñI =
∇φ̃h(I)
∣

∣

∣
∇φ̃h(I)

∣

∣

∣

points from Ω− to Ω+, i.e. points outside the domain related to the variable
we are interpolating (in this case ũ−h , and the related domain is therefore
Ω−). Since we have chosen such a direction for the normal vector (i.e. from
Ω− to Ω+, see Fig. 4.1 and Eq. (4.2)), we have cinterpG > 0, which implies

µN < 0. Condition 0 < c−G implies −µN ∆t <
(

cinterpG

)−1
. As before, since it

has to be satisfied for all possible values of cinterpG , the final conditions read:

µN < 0, −µN ∆t

h
<

2

3
√
2 β−

, (4.18)

By the same argument, the conditions for the iterative equation (4.15)
are (now we are itearting on the variable u+G):

µN < 0, −µN ∆t

h
<

2

3
√
2 β+

, (4.19)

while, for the iteration (4.16) they are:

µD > 0, µD ∆t < 1. (4.20)

Finally, observe that the condition on µB is (see (4.12)):

µB > 0, µB ∆t < 1. (4.21)

4.3.1.1 Changing of notation

For the clarity, we want to keep a suitable notation such that constants
µD and µN are always positive. To this purpose, we change the associate
time-dependent problem (4.9) and the iteration equations of the interface
conditions (4.13)-(4.16) as follows:
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∂u±

∂t
= µ±

(

f± +∇ ·
(

β±∇u±
))

in Ω±

∂us1

∂t
= s1 µD (gD − [[u]]) on Γ

∂us2

∂t
= µN

([[

β
∂u

∂n

]]

− gN

)

on Γ

∂u

∂t
= µB (g − u) on ∂Ω

(4.22)

• if β+(I) > β−(I), then the equation for the ghost point G ∈ Γ−h is:

u
− (n+1)
G = u

− (n)
G − µD ∆t

(

gD(I)−
(

ũ+h (I)− ũ−h (I)
))

(4.23)

• otherwise, it is:

u
− (n+1)
G = u

− (n)
G −µN∆t



gN(I)−
(

β+∇ũ+h − β−∇ũ−h
)∣

∣

I
·





∇φ̃h
∣

∣

∣
∇φ̃h

∣

∣

∣





∣

∣

∣

∣

∣

∣

I





(4.24)

• if β+(I) > β−(I), then the equation for the ghost point G ∈ Γ+h is:

u
+ (n+1)
G = u

+ (n)
G −µN∆t



gN(I)−
(

β+∇ũ+h − β−∇ũ−h
)∣

∣

I
·





∇φ̃h
∣

∣

∣
∇φ̃h

∣

∣

∣





∣

∣

∣

∣

∣

∣

I





(4.25)

• otherwise, it is:

u
+ (n+1)
G = u

+ (n)
G + µD ∆t

(

gD(I)−
(

ũ+h (I)− ũ−h (I)
))

(4.26)

Observe that we abused of notation: in fact, at the beginning of the right-
hand side of the second equation of (4.22), we intend by s1 = +1 if s1 = 1,
and s1 = −1 if s1 = −.

4.3.2 Choosing constants µB, µD and µN

The condition on the positive constant µB remains the (4.21).
With the new notation introduced in the previous section 4.3.1.1, the con-

ditions on the constants µD and µN (4.17), (4.18), (4.19) and (4.19) change
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accordingly. As we pointed out in Sec. 3.1.3 for 1D problems, also in 2D
the conditions (4.18) and (4.19) does not turn out to be sufficient for the
convergence, as we proved by numerical experiments. Therefore, also in this
case we have to switch to a more stringent condition, which is equivalent to
the 1D condition (3.29). The final conditions on the positive constants µD

and µN are then:

µD ∆t < 1,
µN ∆t

h
<

2

3
√
2 max {β−, β+}

.

4.3.3 Smoothing property

As we pointed out at the beginning of Sec. 3.2 for 1D problems, since we
want the relaxation scheme to be a good smoother, we cannot use a Jacobi-
like scheme, such as the one introduced in Sec. 4.3.1. Instead, we must
use a relaxation scheme having the smoothing property, such as the Gauss-
Seidel scheme or the weighted Jacobi scheme, with the weight ω = 4/5 in
2D. In the following, we revert for simplicity to a Gauss-Seidel relaxation
scheme. The smoothing property of the Gauss-Seidel scheme depends on
the ordering chosen for the variables. It is well known (see [105]) that the
Red-Black Gauss-Seidel (RB-GS) scheme is a better smoother with respect
to the Lexicographic Gauss-Seidel (GS-LEX) scheme, but, again for simplic-
ity, we just study the smoothing properties of the GS-LEX scheme, and we
compare the convergence factor with the predicted one by the Local Fourier
Analysis (see [105] for more details) for Gauss-Seidel scheme. Once we prove
(numerically) that the attained convergence factor is the optimal one for the
GS-LEX smoother, then we could straightforwardly switch to a more efficient
smoother, such as the RB-GS. This is not done in this work, because the only
goal is to construct an effective multigrid solver able to gain the optimal con-
vergence factor for inner equations (GS-LEX in this case), independently on
the kind of smoother used for such inner equations.

Therefore, we switch from the relaxation scheme described in Sec. 4.3.1
to a Gauss-Seidel version, namely we update the variable on which we are
iterating and we use such updated value for the following iterations on the
other variables. The only thing is left to choose is the ordering of the updating
sweep. As we said before, we use a lexicographic ordering for inner equations,
and any ordering for interface and boundary conditions.

In details, we order the grid points according to the following list:

{

Γh,Γ
−
h ,Γ

+
h ,Ω

−
h ,Ω

+
h

}

.

The order within any set of grid points of this list is arbitrary, except for grid
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points of Ω−h and Ω+
h , where the lexicographic order is used. i.e.:

(x′, y′) ≤ (x′′, y′′)⇐⇒







x′ < x′′

or
x′ = x′′ and y′ < y′′.

By the same argument of Sec. 2.7.2, in order to avoid that the boundary
effects degrade the convergence factor, we add some extra-relaxations on two
suitable layers surrounding respectively the interface and the boundary. In
details, chosen two parameter λ and δ, by one single relaxation on the whole
problem we mean the Algorithm 1, where we have introduced two additional
sets of grid points:

Ω
(δ)
h = {P ∈ Ωh such that d(P, ∂Ω) < δ} ,

Ω
± (δ)
h =

{

P ∈ Ω±h such that d(P,Γ) < δ
}

.

We experienced that in this case a good choice of the parameters λ and δ is:

λ = 5, δ = 5 h,

in comparison with the case of continuous coefficient (2.50).

4.4 Multigrid components

Let us consider the notation of Sec. 4.1.1 and add some further notation. For
a grid of spatial step h, we denote:

S(Ih) = {wh : Ih → R} , for any Ih ⊆ Dh,

S̄(Ωh) = S(Ω−−h )× S(Ω++
h ),

L−h : S(Ω
−−
h )× S(Ω−−h )→ S(Ω−h ) such that

L−h (β
−
h ,u

−
h )i,j =

1

h2

(

β−i+1/2,j
(

u−i,j − u−i+1,j
)

+ β−i−1/2,j
(

u−i,j − u−i−1,j
)

+β−i,j+1/2
(

u−i,j − u−i,j+1
)

+ β−i,j−1/2
(

u−i,j − u−i,j−1
)

)

for any (i, j)h ∈ Ω−

L+h : S(Ω
++
h )× S(Ω++

h )→ S(Ω+
h ) such that

L+h (β
+
h ,u

+
h )i,j =

1

h2

(

β+i+1/2,j
(

u+i,j − u+i+1,j
)

+ β+i−1/2,j
(

u+i,j − u+i−1,j
)

+β+i,j+1/2
(

u+i,j − u+i,j+1
)

+ β+i,j−1/2
(

u+i,j − u+i,j−1
)

)

for any (i, j)h ∈ Ω+
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Algorithm 1 One single relaxation on the whole problem include some over-
relaxations in the vicinity of the interface and boundary.

for i = 1→ λ do

for all G ∈ Γh do
perform the iteration equation (4.12);

end for
for all G ∈ Γ−h do
perform the iteration equation (4.23) or (4.24);

end for
for all G ∈ Γ+h do
perform the iteration equation (4.25) or (4.26);

end for
for all P ∈ Ω− (δ)

h do
perform the iteration equation (4.10);

end for
for all P ∈ Ω+ (δ)

h do
perform the iteration equation (4.11);

end for
end for

for all G ∈ Γh do
perform the iteration equation (4.12);

end for
for all G ∈ Γ−h do
perform the iteration equation (4.23) or (4.24);

end for
for all G ∈ Γ+h do
perform the iteration equation (4.25) or (4.26);

end for
for all P ∈ Ω−h do
perform the iteration equation (4.10);

end for
for all P ∈ Ω+

h do
perform the iteration equation (4.11);

end for

Lh : S̄(Ωh)× S̄(Ωh)→ S(Ωh) such that

Lh(βh,uh)(P ) =

{

L−h (β
−
h ,u

−
h ) if P ∈ Ω−h

L+h (β
+
h ,u

+
h ) if P ∈ Ω+

h

where βh = (β−h , β
+
h ), uh = (u−h ,u

+
h ).
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[·, ·]−h : S̄(Ωh)× S̄(Ωh)→ S(Γ−h ) such that

[βh,uh]
−

h (G) =























ũ+h (I)− ũ−h (I)
or

(

β+∇ũ+h − β−∇ũ−h
)∣

∣

I
·





∇φ̃h
∣

∣

∣
∇φ̃h

∣

∣

∣





∣

∣

∣

∣

∣

∣

I

for any G ∈ Γ−h , according to the choice (4.6) or (4.7).

g+h ∈ S(Γ+h ) such that g
+
h (G) = gD(I) or gN(I), for any G ∈ Γ+h ,

according to the choice (4.6) or (4.7).

[·, ·]+h : S̄(Ωh)× S̄(Ωh)→ S(Γ+h ) such that

[βh,uh]
+
h (G) =























ũ+h (I)− ũ−h (I)
or

(

β+∇ũ+h − β−∇ũ−h
)∣

∣

I
·





∇φ̃h
∣

∣

∣∇φ̃h

∣

∣

∣





∣

∣

∣

∣

∣

∣

I

for any G ∈ Γ+h , according to the choice (4.6) or (4.7).

g−h ∈ S(Γ−h ) such that g
−
h (G) = gD(I) or gN(I), for any G ∈ Γ−h ,

according to the choice (4.6) or (4.7).

Bh : S̄(Ωh)→ S(Γh) such that Bh(uh) = uh(B) according to the Eq. (1.8) .

gh ∈ S(Γh) such that gh(B) is defined according to the Eq. (1.8).

With this notation, we can write the linear system on the grid with spatial
step h in the following compact form:

Lh(βh,uh) = fh

[βh,uh]
−

h = g−h

[βh,uh]
+
h = g+h

B(uh) = gh

(4.27)

Let us suppose we have an exact solver of such linear system (4.27) for a
grid with an arbitrary spatial step h:

uh = S(βh, fh, g
−
h , g

+
h , gh).
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Now, in order to describe the multigrid technique to solve the linear
system (4.27), we just describe the TGCS (Two-Grid Correction Scheme),
since any other basic multigrid algorithm (such as V -cycle, W -cycle, Full
Multigrid, and so on) can be easily derived from it (see [105] for more details).
The TGCS consists into the following algorithm:

• Set initial guess uh = 0;

• Relax ν1 times (by the Algorithm 1) on the grid with spatial step h

• Compute the following defects:

rΩ
−

h = f−h − L−h (β
−
h ,u

−
h )

rΩ
+

h = f+h − L+h (β
+
h ,u

+
h )

rΓ
−

h = g−h − [βh,uh]
−

h

rΓ
+

h = g+h − [βh,uh]
+
h

rΓh = gh − B(uh)

• Extend the defects rΓ
−

h , rΓ
+

h and rΓh using the extension operator defined
in (2.48):

rΓ
−,ext

h = E [Γ−h ;−φΓh](rΓ
−

h ),

rΓ
+,ext

h = E [Γ+h ;φΓh](rΓ
+

h ),

rΓh,ext
h = E [Γh;φh](r

Γ
h).

• Transfer these defects to a coarser grid with spatial step 2h by the
restriction operator defined in (2.44):

rΩ
−

2h = Ih2h

(

rΩ
−

h

)

rΩ
+

2h = Ih2h

(

rΩ
+

h

)

rΓ
−

2h = Ih2h

(

rΓ
−,ext

h

)

rΓ
+

2h = Ih2h

(

rΓ
+,ext

h

)

rΓ2h = Ih2h

(

rΓ,exth

)

• Solve exactly the residual problem in the coarser grid

e2h = S(β2h, rΩ2h, rΓ
−

2h , r
Γ+

2h , r
Γ
2h)

where rΩ2h = (rΩ
−

2h , rΩ
+

2h ).
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• Transfer the error to the finer grid by the interpolation operator (2.49):

eh = I2hh (e2h)

• Correct the fine-grid approximation

uh : = uh + eh

• Relax ν2 times (by the Algorithm 1) on the grid with spatial step h.

4.5 Numerical tests

Numerical tests have been performed in the simpler case ∂Ω− ∩ ∂Ω = ∅ (see
right side of Fig. 4.1).
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Fig. 4.4: Domains Ω− and Ω+ of the Example 4.5.1 (left) and of the
Example 4.5.2 (right).

4.5.1 Example 1: circular domains

Let us consider the following data:

φΓ(x, y) =
√

(x− x0)2 + (y − y0)2 −R1,

φ(x, y) =
√

(x− x0)2 + (y − y0)2 −R2,

u− = sin(4πx) cos(6πy), u+ = cos(2πx) sin(3πy),

β− = 106 + 105 sin(πx) cos(3πy), β+ = 1 + 0.5 sin(2πx) cos(4πy). (4.28)
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or

β− = 1 + 0.5 sin(2πx) cos(4πy), β+ = 106 + 105 sin(πx) cos(3πy). (4.29)

We choose x0 = 30
√
2, y0 = 40

√
3, R1 = 0.353 and R2 = 0.753. The domain

is represented in Fig. 4.4 (left side). We performed one test with (4.28) and
one test with (4.29). We list in Tables 4.1 and 4.2 the errors of the solution
and its gradient in the L1 and L∞ norms, while Fig. 4.5 shows the related
bestfit lines.

Table 4.1: Example 4.5.1. Accuracy order in the solution (top) and in
the gradient (bottom) for the case (4.28).

No. of points L1 error of u order L∞ error of u order
32 × 32 8.34 ·103 - 7.70 ·104 -
64 × 64 2.07 ·103 2.01 1.85 ·104 2.06
128 × 128 5.79 ·102 1.84 5.10 ·103 1.86
256 × 256 1.46 ·102 1.99 1.28 ·103 2.00

No. of points L1 error of |∇u| order L∞ error of |∇u| order
32 × 32 1.46 ·105 - 3.90 ·105 -
64 × 64 3.49 ·104 2.06 1.06 ·105 1.88
128 × 128 9.56 ·103 1.87 2.96 ·104 1.84
256 × 256 2.39 ·103 2.00 7.45 ·103 1.99

Table 4.2: Example 4.5.1. Accuracy order in the solution (top) and in
the gradient (bottom) for the case (4.29).

No. of points L1 error of u order L∞ error of u order
32 × 32 4.40 ·10−3 - 1.22 ·10−1 -
64 × 64 1.02 ·10−3 2.11 2.93 ·10−2 2.06
128 × 128 3.29 ·10−4 1.64 7.61 ·10−3 1.95
256 × 256 8.24 ·10−5 2.00 2.14 ·10−3 1.83

No. of points L1 error of |∇u| order L∞ error of |∇u| order
32 × 32 3.93 ·10−1 - 3.52 ·100 -
64 × 64 9.95 ·10−2 1.98 9.71 ·10−1 1.86
128 × 128 2.63 ·10−2 1.92 2.80 ·10−1 1.80
256 × 256 6.60 ·10−3 1.99 7.32 ·10−2 1.93
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Fig. 4.5: Example 4.5.1. Bestfit lines of the errors in the solution and in
the gradient (Tables 4.1 and 4.2) in both the L1 and L∞ norms. Left:
β− and β+ are given by (4.28); Right: β− and β+ are given by (4.29).

4.5.2 Example 2: flower-shaped domains

Let us consider the general flower-shaped interface with parametric equa-
tions:

X(ϑ) = r(ϑ) cos(ϑ) + x0,

Y (ϑ) = r(ϑ) sin(ϑ) + y0,

with ϑ ∈ [0, 2π] and r(ϑ) = r0 + r1 sin(ωϑ). Let us consider ω = 5. The
level-set representation of this interface is:

flower(r0, r1, x0, y0; x, y) = r − r0

− r1
(y − y0)

5 + 5(x− x0)
4(y − y0)− 10(x− x0)

2(y − y0)
3

r5
.

where r =
√

(x− x0)2 + (y − y0)2. Let us choose the following data:

φΓ(x, y) = flower(0.45, 1/7, 0.01
√
3, 0.02

√
2; x, y),

φ(x, y) = flower(0.75, 1/8, 0.01
√
3, 0.02

√
2; x, y),

u− = sin(4πx) cos(6πy), u+ = cos(2πx) sin(3πy),

β− = 106 + 105 sin(πx) cos(3πy), β− = 1 + 0.5 sin(2πx) cos(4πy). (4.30)

or

β− = 1 + 0.5 sin(2πx) cos(4πy), β− = 106 + 105 sin(πx) cos(3πy). (4.31)
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The domain is represented in Fig. 4.4 (right side). We performed one test
with (4.30) and one test with (4.31). We list in Tables 4.3 and 4.4 the errors
of the solution and its gradient in the L1 and L∞ norms, while Fig. 4.6 shows
the related bestfit lines.

Table 4.3: Example 4.5.2. Accuracy order in the solution (top) and in
the gradient (bottom) for the case (4.30).

No. of points L1 error of u order L∞ error of u order
32 × 32 1.41 ·104 - 1.03 ·105 -
64 × 64 2.54 ·103 2.48 1.78 ·104 2.53
128 × 128 8.07 ·102 1.65 5.58 ·103 1.67
256 × 256 1.57 ·102 2.36 1.07 ·103 2.38

No. of points L1 error of |∇u| order L∞ error of |∇u| order
32 × 32 2.49 ·105 - 8.38 ·105 -
64 × 64 4.34 ·104 2.52 1.57 ·105 2.42
128 × 128 1.35 ·104 1.68 4.94 ·104 1.67
256 × 256 2.60 ·103 2.38 9.65 ·103 2.36

Table 4.4: Example 4.5.2. Accuracy order in the solution (top) and in
the gradient (bottom) for the case (4.31).

No. of points L1 error of u order L∞ error of u order
32 × 32 6.63 ·10−3 - 2.51 ·10−1 -
64 × 64 2.49 ·10−3 1.41 8.18 ·10−2 1.62
128 × 128 5.02 ·10−4 2.31 1.66 ·10−2 2.30
256 × 256 1.28 ·10−4 1.98 4.03 ·10−3 2.04

No. of points L1 error of |∇u| order L∞ error of |∇u| order
32 × 32 6.70 ·10−1 - 4.30 ·100 -
64 × 64 1.91 ·10−1 1.81 1.19 ·100 1.86
128 × 128 4.64 ·10−2 2.04 3.31 ·10−1 1.84
256 × 256 1.18 ·10−2 1.97 1.23 ·10−1 1.43

4.5.3 Example 3: Convergence factor of the multigrid

In this example we show that the asymptotic convergence factor does not
depend on the jump of the coefficient and on the size of the problem. The
study we want to carry out about the convergence factor concerns how it is
close to the optimal one (see Table 2.2), i.e. the convergence factor predicted
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Fig. 4.6: Example 4.5.2. Bestfit lines of the errors in the solution and in
the gradient (Tables 4.3 and 4.4) in both the L1 and L∞ norms. Left:
β− and β+ are given by (4.30); Right: β− and β+ are given by (4.30).

by the Local Fourier Analysis for inner equations. As we pointed out in
Sec. 4.3.3, we know that more efficient smoothers than LEX-GS for inner
equations exist (such as RB-GS), but the goal of this work is to show that the
optimal convergence factor is attained, regardless on the smoother for inner
equations. The same argument holds for the multigrid algorithm: even if the
Full Multigrid is more efficient, we limit ourselves to study the convergence
factor for the W-cycle algorithm, in order to compare results with the well-
known Table 2.2.

However, we experienced that the convergence factor is close to the op-
timal one in the first few cycles of the entire algorithm (say the first ten),
while the asymptotic convergence factor slightly degrades. We believe that
some more effort can be done in order to lead the asymptotic convergence
factor to be the optimal one, and such a work will be done in near future.

Let us recall that we estimate the asymptotic convergence factor as:

ρ = lim
m→∞

ρ(m) = lim
m→∞

∥

∥

∥
r
(m)
h

∥

∥

∥

∞
∥

∥

∥
r
(m−1)
h

∥

∥

∥

∞

,

where rh =
(

rΩ
−

h , rΩ
+

h , rΓ
−

h , rΩ
+

h , rΓh

)

. In practice, we compute ρ(m) until the

following stop criterion is satisfied:
∣

∣ρ(m) − ρ(m−1)
∣

∣

ρ(m)
< 10−3. (4.32)

We compare this convergence factor with the averaged convergence factor of
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the first ten W -cycle iterations, computed as follows:

ρ̄ = 9

√

√

√

√

10
∏

m=2

ρ(m). (4.33)

We perform the homogeneous model problem, namely the Model Problem 7
(4.1) with f± = gD = gN = g = 0 (starting with an initial guess different from
zero), in order to avoid difficulties related to numerical instability related to
the machine precision.

The numerical tests have been performed by a W -cycle algorithm with
ν1 = 2 pre-smoothing and ν2 = 1 post-smoothing (therefore ν = 3 in Table
2.2), and with the coarsest grid having 16×16 grid points. Tables 4.5 and 4.6
show the estimated convergence factors for different numbers of grid points
and jump in the coefficient. We performed such tests in the more complicated
geometry of Example 4.5.2. We choose the following coefficients:

β− = 10p, β+ = 1.

Table 4.5: Example 4.5.3. Asymptotic convergence factor, computed
with the stop criterion (4.32) (ν = ν1 + ν2 = 3).

p -9 -7 -5 -3 -1
N2

322 0.0875 0.0875 0.0875 0.0872 0.1019
642 0.1723 0.1723 0.1722 0.1553 0.1103
1282 0.1616 0.1616 0.1616 0.1616 0.1616

p 1 3 5 7 9
N2

322 0.2302 0.2411 0.2411 0.2411 0.2411
642 0.2176 0.2442 0.2445 0.2445 0.2445
1282 0.1617 0.1618 0.1947 0.1947 0.1947
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Table 4.6: Example 4.5.3. Average convergence factor for the first ten
W -cycle iterations, computed by the formula (4.33) (ν = ν1 + ν2 = 3).

p -9 -7 -5 -3 -1
N2

322 0.0776 0.0776 0.0776 0.0773 0.0486
642 0.0930 0.0930 0.0930 0.0930 0.1107
1282 0.1544 0.1544 0.1544 0.1544 0.1544

p 1 3 5 7 9
N2

322 0.1563 0.1586 0.1585 0.1585 0.1585
642 0.0931 0.1027 0.1029 0.1029 0.1029
1282 0.1543 0.1543 0.1544 0.1544 0.1544



Chapter 5
Grid adaptivity

In this chapter we describe how to use adaptive grid to effectively reduce the
computational effort, without losing the level of accuracy. In practice, it is
well known that in elliptic problems the error concentrates on the vicinity
of the interface/boundary. Therefore, a good strategy to reduce the com-
putational work maintaining the accuracy is to refine the grid close to the
interface/boundary and leaving a coarser grid far from it. To this purpose
we introduce the adaptive grid.

In order to straightforwardly implement the treatment of boundary/interface
conditions proposed in Sections 1.2 and 4.2, we aim to obtain a uniform grid
in a suitable layer surrounding the boundary/interface, more precisely, in a
layer with width 2 h.

5.1 Domain discretization: quadtree data struc-

ture

n this section we describe how we obtain the adaptive grid by the quadtree
structure. Let us recall the domain discretization described in [79, 32]. The
domainD = [−1, 1]2 is discretized into squares, and a quadtree data structure
is used to represent this discretization. As depicted in Figure 5.1, the entire
domain is originally associated with the root of the tree which has level zero
by definition. Then it is split into four children cells of equal size which have
level one. This discretization proceeds recursively, i.e. each cell can be in
turn split into four children which have one more level than their parent cell.
A cell with no children is called a leaf. Two cells are called neighbors if they
share a common face or part of a face. The discretization in 3D is similar,
except that each cube is split into eight cubes of the same size (octree data

119
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structure). The interested reader is referred to [79, 32, 96, 97] for more on
quadtree and octree data structures.

�

�

�

�

�

Fig. 5.1: Discretization of a two dimensional domain (left) and its quadtree representation
(right). The entire domain corresponds to the root of the tree (level 0), and each cell is
subdivided into four children, in the order of lower-left, upper-left, lower-right, upper-right.

Several criteria may be adopted to decide where the grid has to be re-
fined. Here we assume that the solution may vary more dramatically near the
boundary, which is likely to be the case, for example, if the boundary itself
has a complex shape. Because of the possible irregularity of Γ, we assume
for the moment that the refinement is needed only near the boundary. For
this reason, we discretize the computational domain in such a way that the
cell size is proportional to the absolute value of the signed distance function
φ, i.e., the distance to the boundary. We split a cell c if (see the left side of
Fig. 5.2):

min
v∈V

|φ(v)| < diag

2
, (5.1)

where v is a vertex of cell c, V is the set of all vertices of cell c and diag is
the diagonal length of the cell. Finally, the finest resolution is obtained at
cells cut by the boundary. Condition (5.1) is the refinement criterion used
in [79, 32].

We note that using the refinement criterion (5.1) leads us to an infinite
recursive algorithm, since we always must refine cells cut by the boundary,
obtaining smaller and smaller cells close to the boundary. Then, a stop-
ping criterion is required, in order to obtain a uniform (finer) grid along
the boundary. On the other hand, we want to avoid big cells, even far
from the boundary. Then, we start the refinement algorithm from an estab-
lished uniform (coarser) grid. In details, we proceed as follows: we choose
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two levels of refinement: min level and max level. Accordingly, we define
hmin = 2/(2max level) and hmax = 2/(2max level). Then we split a cell if its side
h satisfies h > hmax or if (5.1) is satisfied and h > hmin.

We say that a grid is graded if the difference between two adjacent cells is
at most one. By definition, a quadtree is said to be graded if it corresponds
to a graded grid. In this paper, we sample the solution at the cell vertices
and pose no limitation on the level difference between two adjacent cells,
allowing for fully adaptive non-graded grids, which allow more flexibility and
efficiency in the adaptation.

In order to straightforwardly use the treatment of boundary/interface
conditions proposed in Sections 1.2 and 4.2, we want to obtain a uniform
grid in a suitable layer surrounding the boundary/interface, more precisely,
in a layer with width 2h. To this purpose, we modify the refinement criterion
(5.1) into the following (see the right side of Fig. 5.2):

min
v∈V

{|φ(v)|, |φ(v)− h|, |φ(v) + h|} < diag

2
. (5.2)

Remark. For practical purpose, in numerical tests we often deal with
a level-set function φ0 in place of a signed distance function φ. In such cases,
we use φ0 instead of φ in the refinement criteria (5.1) and (5.2) and multiply
the right-hand side by the Lipschitz constant of φ0.

5.1.1 Finite difference discretization

We follow the technique of [79, 32, 78]. Let us consider the finite difference
discretization for a T-junction node without a direct right neighboring node
as depicted in Fig. 5.3. Discretization at T-junction nodes without another
direct neighboring node (left, top or bottom) can be derived in the same
manner. The equation for a node P obtained from the discretization of the
first equation of (4.1) is:

uP − uA

dPA

(

βP + βA

2

)

+
uP − uB

dPB

(

βP + βB

2

)

+
uP − uC

dPC

(

βP + βC

2

)

+
uP − uD

dPD

(

βP + βD

2

)

= fP (5.3)

where dHK is the distance between points H and K. All values in (5.3) are
defined, except uA and βA, since A is not a grid point. We obtain such values
from the Taylor expansion formula

u(A) = ũA −
dDEdDF

2
uyy(P ) +O(h3),
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Fig. 5.2: Adaptive grid refinement for the flower-shaped domain (see
numerical test 5.2.4). Top: cells to be refined according to the refinement
criterion (5.1) (left) and (5.2) (right). Using (5.2) is equivalent to using
(5.1) for three level-sets: φ = 0 (red bolder central line) and φ = ±h (red
smaller lines). Bottom: adaptive grid computed with max level = 7,
min level = 4 and with the refinement criterion (5.1) (left) and (5.2)
(right). Adopting (5.2) allows us to obtain a uniform grid along the
boundary/interface in a wider band.

where ũA denotes the linear interpolation in D between nodes E and F . Be-
cause only a first order accurate formula is needed for the second derivative,
we obtain the following third order interpolation formula [78]:

uA = ũA −
dDEdDF

dCD

(

uC − uP

dPC

+
uD − uP

dPD

)

=
uEdDF + uFdDE

dEF

− dDEdDF

dCD

(

uC − uP

dPC

+
uD − uP

dPD

)

.

(5.4)

The same interpolation formula applies for βD.

The discretization (5.3) along with the (5.4) is first order accurate for the
second derivatives, but it allows to obtain second order for the solution (see
e.g. [66, 74, 102]).

Now, we can easily define the first order derivatives to compute the gra-
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Fig. 5.3: A configuration illustrating the nodes involved in the discretization at a T-
junction node v0.

dient:

DxuP =
uA − uP

dPA

dPB

dAB

+
uP − uB

dPB

dPA

dAB

,

DyuP =
uC − uP

dPC

dPD

dCD

+
uP − uD

dPD

dPC

dCD

.

To close the linear system, we must write an equation for each ghost point,
imposing the boundary condition.

5.2 Numerical tests

In this section we present numerical tests that confirm the second order ac-
curacy of the scheme described in this paper both for the solution and its
gradient. For each test we set the minimum and maximum level of refine-
ment: min level and max level. Let Nmin = 2min level and Nmax = 2max level.
The maximum resolution of the adaptive grid is determined by a spatial step
hmin = 2/Nmax, while the minimum resolution is hmax = 2/Nmin. If not spec-
ified, we intend h = hmin. Most numerical tests are taken from [84, 57, 70].
In all the tests, all best-fit line figure are performed in a loglog scale plot,
using the natural logarithm. The BiCGSTAB solver is used to solve the re-
sulting linear system for numerical test 5.2.1 (continuous coefficient). For the
numerical tests regarding the discontinuous coefficient case, the BiCGSTAB
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fails to converge, especially for linear systems with bigger dimension. In this
case the MATLAB solver is used.

5.2.1 Example 1: mixed boundary conditions

We start with two numerical tests to solve the Poisson equation with contin-
uous coefficient described in Chapter 1. The Dirichlet and Neumann part of
the boundary are chosen as follows:

ΓD = {(x, y) ∈ ∂Ω: x ≤ 0} , ΓN = ∂Ω\ΓD.

In this first numerical test we choose the exact solution u, the coefficient β,
and the domain (given by the level-set function) as follows:

u = sin(πx) cos(πy),

β = 2 + sin(xy),

φ =
√

(x− 0.0413)2 + (y + 0.0613)2 − 0.783.

In Table 5.1 we list the errors obtained in the L2 and L∞ norms for the
solution and the gradient. In Fig. 5.4 we depict the solution (left) and the
bestfit lines of the errors (right).

Table 5.1: Example 5.2.1. Accuracy order in the solution (top) and in
the gradient (bottom).

(Nmin,Nmax) L2 error of u order L∞ error of u order

(64,256) 2.07 ·10−3 - 3.58 ·10−3 -
(128,512) 5.38 ·10−4 1.94 9.60 ·10−4 1.90
(256,1024) 1.35 ·10−4 2.00 2.53 ·10−4 1.93
(512,2048) 2.73 ·10−5 2.30 6.46 ·10−5 1.97

(Nmin,Nmax) L2 error of |∇u| order L∞ error of |∇u| order
(64,256) 3.90 ·10−3 - 4.50 ·10−2 -
(128,512) 1.06 ·10−3 1.89 1.47 ·10−2 1.61
(256,1024) 2.74 ·10−4 1.95 4.25 ·10−3 1.79
(512,2048) 6.03 ·10−5 2.18 1.73 ·10−3 1.30

5.2.2 Example 2: discontinuous coefficient case

This example is taken from [84, 57].
The interface Γ is a simple circle with radius 0.5 and midpoint at (0, 0). The
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Fig. 5.4: Example 5.2.1. Left: Numerical solution for (Nmin, Nmax) =
(64, 256). Right: bestfit lines of the errors in the L2 and L∞ norms.

analytic solutions u±, the coefficients β±, and the level set function are given
as follows:

u+ = ln(x2 + y2), u− = sin(x+ y)

β+ = sin(x+ y) + 2, β− = cos(x+ y) + 2

φ =
√

x2 + y2 − 0.5

Table 5.2: Example 5.2.2. Accuracy order in the solution (top) and in
the gradient (bottom).

(Nmin,Nmax) L2 error of u order L∞ error of u order
(64,256) 1.04 ·10−4 - 2.51 ·10−4 -
(128,512) 2.62 ·10−5 1.99 6.43 ·10−5 1.96
(256,1024) 7.02 ·10−6 1.90 1.75 ·10−5 1.87
(512,2048) 1.69 ·10−6 2.05 4.36 ·10−6 2.01

(Nmin,Nmax) L2 error of |∇u| order L∞ error of |∇u| order

(64,256) 9.71 ·10−4 - 3.57 ·10−3 -
(128,512) 2.82 ·10−4 1.78 1.12 ·10−3 1.68
(256,1024) 7.77 ·10−5 1.86 3.09 ·10−4 1.85
(512,2048) 2.04 ·10−5 1.93 8.34 ·10−5 1.89

In Table 5.2 we list the errors obtained in the L2 and L∞ norms for the
solution and the gradient. In Fig. 5.5 we depict the solution (left) and the
bestfit lines of the errors (right).



126 DOMAIN DISCRETIZATION

-1

-0.5

0

0.5

1

-1

-0.5

0

0.5

1

-1.5

-1

-0.5

0

0.5

1

Ln(h min)

L
n
(e
rr
o
r)

-7.5 -7 -6.5 -6 -5.5 -5 -4.5
-16

-14

-12

-10

-8

-6

-4

L
∞
error in the gradient

bestfit slope=1.81

L
2
error in the gradient

bestfit slope=1.86

L
∞
error in the solution

bestfit slope=1.94

L
2
error in the solution

bestfit slope=1.97

Fig. 5.5: Example 5.2.2. Left: Numerical solution for (Nmin, Nmax) =
(64, 256). Right: bestfit lines of the errors in the L2 and L∞ norms.

From Fig. 5.6 it can be inferred that an adaptive refinement withmax level =
min level+2 should be enough for damping the interface errors for such jump
in the coefficient. In fact, while for uniform grid the error is concentrated
on the interface, with an adaptive grid it is distributed on all the domain
smoothly.
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Fig. 5.6: Example 5.2.2. Left: error obtained in a uniform grid with
(Nmin,Nmax) = (64, 64). The error is concentrated on the interface.
Right: error obtained with an adaptive grid with (Nmin,Nmax) =
(64, 256). The error varies smoothly.

5.2.3 Example 3

In this test we compare the results between the scheme proposed in this
paper and the scheme presented by Fedkiw et al. in [70]. The computational
domain is D = [0, 1]2. We choose the following data for the analytic solutions
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u±, the coefficients β±, and the level set function (ellipse):

u+ = 0, u− = 5y

β+ = 1, β− = 1

φ =
√

35(x− 0.5)2 + (y − 0.5)2 − 0.45.

Table 5.3: Example 5.2.3. Accuracy order in the solution (top) and in
the gradient (bottom).

(Nmin,Nmax) L2 error of u order L∞ error of u order
(16,64) 1.30 ·10−4 - 6.31 ·10−4 -
(32,128) 3.16 ·10−5 2.04 1.19 ·10−4 2.40
(64,256) 1.07 ·10−5 1.57 3.50 ·10−5 1.77
(128,512) 2.85 ·10−6 1.90 9.84 ·10−6 1.83
(256,1024) 5.02 ·10−7 2.50 2.05 ·10−6 2.27
(512,2048) 9.51 ·10−8 2.40 4.74 ·10−7 2.11

(Nmin,Nmax) L2 error of |∇u| order L∞ error of |∇u| order

(16,64) 2.88 ·10−3 - 1.43 ·10−2 -
(32,128) 6.42 ·10−4 2.17 4.02 ·10−3 1.83
(64,256) 2.00 ·10−4 1.68 1.09 ·10−3 1.89
(128,512) 5.21 ·10−5 1.94 3.87 ·10−4 1.49
(256,1024) 9.85 ·10−6 2.40 9.86 ·10−5 1.97
(512,2048) 2.02 ·10−6 2.29 2.57 ·10−5 1.94

In Table 5.3 we list the errors obtained in the L2 and L∞ norms for the
solution and the gradient. In Fig. 5.7 we depict the solution (left) and the
bestfit lines of the errors for the scheme described in [70] (middle) and the
scheme proposed in this paper (right). Looking at the middle figure, we
can observe that the error decreases as expected until approximately 40 grid
points in each direction are introduced. After this point, the error no longer
decreases. By inspection of the exact solution, it is clear that over a majority
of the interface, the jump in the normal derivative is approximatively zero,
while the jump in the tangential derivative is significant. The method of
Fedkiw et al. [70] assumes the tangential derivative is zero. In cases (like
the one here) in which the tangential derivative is significant, the method
proposed in [70] fails to converge to the exact solution below some critical
mesh size.

Remark. Since the exact solutions u+ and u− are polynomials of
degree at most one, we should observe discretization errors of the order of
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Fig. 5.7: Example 5.2.3. Top: Exact solution. Bottom-left: bestfit lines
of the errors for the scheme proposed in [70]. Bottom-right: bestfit lines
of the errors for the scheme proposed in this paper.

machine accuracy. Indeed, the representation of the ellipsoidal domain is not
exact to the machine precision, and its error affects the discretization error
of the jump of the flux, and consequently the accuracy of the method, which
appears to be second order.

5.2.4 Example 4

This example is taken from [84, 68]. In this case, Γ is a flower-shaped interface
with parametric equations (see the right side of Fig. 5.2):

X(ϑ) = r(ϑ) cos(ϑ) + x0,

Y (ϑ) = r(ϑ) sin(ϑ) + y0,

with ϑ ∈ [0, 2π] and r(ϑ) = r0 + r1 sin(ωϑ). The parameters are set to r0 =
0.5, r1 = 0.2, ω = 5 and x0 = y0 = 0.2/

√
20. The level-set representation of
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this interface is:

φ(x, y) = r − r0 − r1
(y − y0)

5 + 5(x− x0)
4(y − y0)− 10(x− x0)

2(y − y0)
3

r5
.

where r =
√

(x− x0)2 + (y − y0)2. The analytic solutions u
± and the coeffi-

cients β± are given as follows:

u+ =
r4 + C0 log(2r)

β+
, u− =

r2

β−

β+ = const., β− = const.

where C0 = −0.1.
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Fig. 5.8: Example 5.2.4. Left: numerical solution, Right: bestfit lines of the errors. The
results are obtained for β− = 1 and β+ = 10.

In Tables 5.4, 5.5, 5.6 we list the errors obtained in the L2 and L∞ norms
for the solution and the gradient. In Figs. 5.8 and 5.9 we depict the solutions
(left) and the bestfit lines of the errors (right) for different choices of the
coefficients.

5.2.5 Example 5

The interface Γ is a simple circle with radius 0.5 and midpoint at (x0, y0) ≡
(0.0413,−0.0613). The analytic solutions u± and the coefficients β± are given
as follows:

u+ = ex
(

x2 sin(y) + y2
)

; u− = −(x2 + y2);

β+ = 1000(xy + 5), β− = 1 + x2 + y2.

In Table 5.7 we list the errors obtained in the L2 and L∞ norms for the
solution and the gradient. In Fig. 5.10 we depict the solution (left) and the
bestfit lines of the errors (right).
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Fig. 5.9: Example 5.2.4. Left: numerical solution, Right: bestfit lines of the errors. The
results are obtained for different values of the coefficient: β− = 1 and β+ = 1000 (top),
β− = 1000 and β+ = 1 (bottom).

Table 5.4: Example 5.2.4. Accuracy order in the solution (top) and in
the gradient (bottom) for β− = 1, β+ = 10.

(Nmin,Nmax) L2 error of u order L∞ error of u order
(32,512) 4.51 ·10−4 - 5.63 ·10−4 -
(64,1024) 1.26 ·10−4 1.84 1.57 ·10−4 1.84
(128,2048) 3.16 ·10−5 1.99 4.08 ·10−5 1.95
(256,4096) 7.70 ·10−6 2.04 1.04 ·10−5 1.97

(Nmin,Nmax) L2 error of |∇u| order L∞ error of |∇u| order

(32,512) 3.61 ·10−4 - 1.82 ·10−3 -
(64,1024) 1.05 ·10−4 1.79 5.14 ·10−4 1.83
(128,2048) 2.93 ·10−5 1.83 4.93 ·10−4 0.06
(256,4096) 7.99 ·10−6 1.88 3.49 ·10−5 3.82
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Table 5.5: Example 5.2.4. Accuracy order in the solution (top) and in
the gradient (bottom) for β− = 1, β+ = 1000.

(Nmin,Nmax) L2 error of u order L∞ error of u order
(32,512) 4.55 ·10−6 - 5.74 ·10−6 -
(64,1024) 1.27 ·10−6 1.84 1.62 ·10−6 1.83
(128,2048) 3.20 ·10−7 1.99 4.22 ·10−7 1.94
(256,4096) 7.79 ·10−8 2.04 1.08 ·10−7 1.96

(Nmin,Nmax) L2 error of |∇u| order L∞ error of |∇u| order

(32,512) 3.87 ·10−6 - 1.82 ·10−5 -
(64,1024) 1.12 ·10−6 1.78 5.14 ·10−6 1.83
(128,2048) 3.15 ·10−7 1.84 5.49 ·10−6 -0.10
(256,4096) 8.50 ·10−8 1.89 3.49 ·10−7 3.97

Table 5.6: Example 5.2.4. Accuracy order in the solution (top) and in
the gradient (bottom) for β− = 1000, β+ = 1.

(Nmin,Nmax) L2 error of u order L∞ error of u order
(32,512) 4.19 ·10−3 - 4.72 ·10−3 -
(64,1024) 1.16 ·10−3 1.85 1.25 ·10−3 1.91
(128,2048) 2.90 ·10−4 2.00 3.13 ·10−4 2.00
(256,4096) 7.02 ·10−5 2.05 7.77 ·10−5 2.01

(Nmin,Nmax) L2 error of |∇u| order L∞ error of |∇u| order

(32,512) 3.19 ·10−3 - 1.84 ·10−2 -
(64,1024) 8.46 ·10−4 1.92 8.58 ·10−3 1.10
(128,2048) 2.37 ·10−4 1.83 1.36 ·10−3 2.66
(256,4096) 6.78 ·10−5 1.81 3.50 ·10−4 1.96
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Table 5.7: Example 5.2.5. Accuracy order in the solution (top) and in
the gradient (bottom).

(Nmin,Nmax) L2 error of u order L∞ error of u order
(32,128) 1.12 ·10−3 - 3.54 ·10−3 -
(64,256) 2.69 ·10−4 2.06 8.98 ·10−4 1.98
(128,512) 6.49 ·10−5 2.05 2.25 ·10−4 1.99
(256,1024) 1.59 ·10−5 2.03 5.64 ·10−5 2.00
(512,2048) 3.91 ·10−6 2.02 1.41 ·10−5 2.00

(Nmin,Nmax) L2 error of |∇u| order L∞ error of |∇u| order

(32,128) 8.91 ·10−3 - 1.96 ·10−1 -
(64,256) 3.08 ·10−3 1.53 6.99 ·10−2 1.49
(128,512) 9.33 ·10−4 1.72 2.12 ·10−2 1.72
(256,1024) 2.60 ·10−4 1.84 5.91 ·10−3 1.85
(512,2048) 6.92 ·10−5 1.91 1.57 ·10−3 1.91
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Fig. 5.10: Example 5.2.5. Left: Numerical solution for (Nmin, Nmax) =
(64, 256). Right: bestfit lines of the errors in the L2 and L∞ norms.



Appendix A
A tentative of convergence proof for

second order accuracy

n Chapter 2 a convergence proof of the first order method is provided by
Gershgorin-Hadamard theorems. Although the same proof cannot be carried
out for the second order accurate scheme, we always observed convergence
in all numerical tests we have performed. In this chapter we slightly modify
the one dimensional second order accurate scheme in order to provide a
convergence proof by Gershgorin-Hadamard theorems as well.

Section A.2 presents an alternative second order scheme and provides a
convergence proof. In Section A.3 a detailed Taylor analysis is carried out
in order to compare the original scheme with the modified one: as expected,
the original scheme is more accurate. In the last section, some numerical
tests are presented.

A.1 Description of the iterative scheme

The second order accurate iterative scheme for the one dimensional case
has been described in Chapter 2, in particular it consists of the relaxation
scheme (2.9), (2.12), (2.13). However, this scheme is second order accurate
in the solution and gradient as well, while if we want to limit to the second
order accuracy only in the solution we can replace the iteration (2.12) by the
following:

u
(n+1)
l = u

(n)
l − µD∆t

(

ϑlu
(n)
l + (1− ϑl)u

(n)
l+1 − ga

)

. (A.1)

We study the simpler second order accurate (only in the solution) iterative
scheme (2.9), (A.1), (2.13).
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The constants µD and µN are chosen in order to satisfy the CFL condi-
tions, i.e. µD∆t < 1 and µN∆t/h < 2/3 (see 2.14). Since ∆t = h2/2, we
then can choose (for instance) µD = 1.8/h2, µN = 3.6/(3h). In summary,
our second order accurate iterative method is composed by Eqs. (2.9), (A.1)
and (2.13), with the choice of constants

∆t = h2/2, µD = 1.8/h2, µN = 3.6/(3h).

A.2 Convergence proof

In all numerical tests we performed we always observed convergence of the
second order iterative scheme (2.9), (2.12) and (2.13). However, in order to
provide a convergence proof, we slightly modify the scheme, still maintaining
second order accuracy. A convergence proof of the first order accurate version
of the method can be found in [34].

Let Ñ = r − l + 1. Let us rewrite the scheme in matrix fashion:

u(n+1) = Bu(n) + F (A.2)

where u(n), F ∈ R
Ñ , B ∈ R

Ñ×Ñ are defined as follows:

u(n) =











u
(n)
l

u
(n)
l+1
...

u
(n)
r











, F =















∆tga
h2fl+1
...

h2fr−1
∆tgb















B =















1− µD∆t ϑl µD∆t (1− ϑl)
1/2 0 1/2

. . . . . . . . .

1/2 0 1/2
c (0.5− ϑr) 2 c ϑr 1− c (0.5 + ϑr)















.

(A.3)

where c = µN∆t/h is the Courant number. A necessary and sufficient
condition for the convergence of (A.2) is ρ(B) < 1, where ρ(B) is the spectral
radius of the matrix B (i.e. the maximum eigenvalue of B in absolute value).
In order to prove this condition we shall make use of Gershgorin-Hadamard
theorems (that can be founded in any good basic text of Numerical Analysis,
such as [80] or [91]).
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The first theorem states that ifB ∈ C
m×m, withm ∈ N, then every eigenvalue

λ of B satisfies:

λ ∈ SC = ∪m
i=1Ci, Ci = {z ∈ C : |z − bii| ≤

m
∑

j=1

j 6=i

|bij|}

and the sets Ci are said Gershgorin circles.
The second theorem states that, if B is an irreducible matrix, every eigen-
value of B belonging to the boundary of SC , belongs to the boundary of all
Gershgorin circles. Applying Gershgorin-Hadamard theorems, we proof the
convergence if all Gershgorin circles are contained in the circle C ((0, 0), 1)
centered at the origin and with radius 1, and at least one circle is contained in
the interior of C ((0, 0), 1). Letting ci = bii and ri =

∑m
j=1

j 6=i
|bij| be respectively

the center and the radius of the i−th Gershgorin circle for i = 1, . . . , Ñ ,
proving convergence is equivalent to proof that

|ci| ≤ 1− ri (A.4)

for all i = 1, . . . , Ñ and |cj| < 1− rj for at least one j ∈
{

1, . . . , Ñ
}

. While

this condition is satisfied for i = 2, . . . , Ñ−1, unfortunately it is not satisfied
for i = 1 and i = Ñ . more precisely, recalling the CFL conditions µD∆t < 1
and µN∆t/h < 1, condition (A.4) is satisfied for i = 1 if and only if ϑl ≥ 0.5,
while it is satisfied for i = Ñ if and only if ϑr ≤ 0.5.

In order to always satisfies ϑl ≥ 0.5 and ϑr ≤ 0.5, we modify the scheme
as follows. Iteration (2.12) use a linear interpolation in nodes xl and xl+1 for
the spatial discretization. In case of ϑl < 0.5, we instead use grid points xl

and xl+2 for the linear interpolation. In such case, iteration (2.12) is replaced
by:

u
(n+1)
l = u

(n)
l − µD∆t

(

ϑ̃lu
(n)
l + (1− ϑ̃l)u

(n)
l+2 − ga

)

where ϑ̃l = (1 + ϑl)/2.
Iteration (2.13) use a quadratic interpolation in nodes {xr−2, xr−1, xr} for

the spatial discretization. In case of ϑr > 0.5, we use xr+1 as ghost point
instead of xr, using a quadratic interpolation in nodes {xr−3, xr−1, xr+1} to
reconstruct the spatial derivative. Iteration (2.13) is replaced by:

u
(n+1)
r+1 = u

(n)
r+1−

µN ∆t

2h

(

u
(n)
r−1 − u

(n)
r−3 +

(

u
(n)
r−3 − 2u

(n)
r−1 + u

(n)
r+1

)

(

1

2
+ ϑ̃r

))

+µN ∆t gb

where ϑ̃r = ϑr/2. In this case we also must replace iteration (2.9) for i = r−1
with:

u
(n+1)
r−1 =

1

2

(

u
(n)
r−3 + u

(n)
r+1 + (2h)2fi

)

.



136 A TENTATIVE OF CONVERGENCE PROOF

In these cases, the iteration matrix B and vectors u(n) and F of (A.2) become:

u(n) =

















u
(n)
l

u
(n)
l+1
...

u
(n)
r−1

u
(n)
r+1

















, F =



















∆tga
h2fl+1
...

h2fr−2
(2h)2fr−1
∆tgb



















B =















1− µD∆t ϑ̃l 0 µD∆t (1− ϑ̃l)
1/2 0 1/2

. . . . . . . . .

1/2 0 0 1/2
c
2
(0.5− ϑ̃r) 0 c ϑ̃r 1− c

2
(0.5 + ϑ̃r)















.

(A.5)
Conditions ϑ̃l ≥ 0.5 and ϑ̃r ≤ 0.5 are always satisfied; therefore ρ(B) < 1.

A.3 Comparison between the two methods:

Taylor analysis

In this section we analyze the difference between the errors obtained with the
iteration scheme (A.2)-(A.3) (that we call method (A)) and with the iteration
scheme (A.2)-(A.5) (that we call method (B)). In order to avoid oscillation
in the error, when we perform method (B) we always use the matrix (A.5),
even if ϑl ≥ 0.5 or ϑr ≤ 0.5.

Method (A) converges to the solution of the linear system:























1

h2
(ui−1 − 2 ui + ui+1) = fi, i = l + 1, . . . , r − 1

ϑlul + (1− ϑl)ul+1 = ga
1

h
(ur−1 − ur−2 + (ur − 2 ur−1 + ur−2)(0.5 + ϑr)) = gb

(A.6)
that we summarize as Lhuh = fh, while method (B) converges to the solution



COMPARISON BETWEEN THE TWO METHODS 137

of the linear system:






































1

h2
(ui−1 − 2 ui + ui+1) = fi, i = l + 1, . . . , r − 2

1

4h2
(ui−2 − 2 ui + ui+2) = fi, i = r − 1

ϑ̃lul + (1− ϑ̃l)ul+2 = ga
1

2h

(

ur−1 − ur−3 + (ur+1 − 2 ur−1 + ur−3)(0.5 + ϑ̃r)
)

= gb

(A.7)
that we summarize as L̃h ũh = f̃h.

Let u be the exact solution. Let us start studying the error for the linear
system (A.6). The error eh := uh − u satisfies the defect equation:

Lh eh = dh := fh − Lh u. (A.8)

By a Taylor analysis, we can compute the discretization error dh. For equa-
tions i = l + 1, . . . , r − 1, we obtain:

dhi = −u′′(xi)+
u(xi+1)− 2u(xi) + u(xi−1)

h2
=

h2

2
uIV (xi)+O(h

4), i = l+1, . . . , r−1
(A.9)

By the same argument, we can compute the discretization error for bound-
ary conditions. For the Dirichlet boundary condition, performing a Taylor
expansion of the solution, we obtain:

u(xl+1) = u(a) + (ϑl h)u
′(a) +

(ϑlh)
2

2
u′′(a) +O(h3)

u(xl) = u(a)− ((1− ϑl)h)u
′(a) +

((1− ϑl)h)
2

2
u′′(a) +O(h3)

Multiplying the first equation by 1−ϑl and second equation by ϑl, summing
and collecting terms, we obtain:

dhl = u(a)−(ϑlu(xl)+(1−ϑl)u(xl+1)) = −
ϑl(1− ϑl)h

2

2
u′′(a)+O(h3) (A.10)

For the Neumann boundary conditions:

u(xr) = u(b) + (1− ϑr)h u′(b) +
((1− ϑr)h)

2

2
u′′(b) +

((1− ϑr)h)
3

6
u′′′(b) +O(h4)

u(xr−1) = u(b)− ϑr h u′(b) +
(ϑr h)

2

2
u′′(b)− (ϑr h)

3

6
u′′′(b) +O(h4)

u(xr−2) = u(b)− (1 + ϑr)h u′(b) +
((1 + ϑr)h)

2

2
u′′(b)− ((1 + ϑr)h)

3

6
u′′′(b) +O(h4)
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After some algebra, we obtain the discretization error:

dhr = u′(b)− 1

h
(u(xr−1)− u(xr−2) + (u(xr)− 2u(xr−1) + u(xr−2))(0.5 + ϑr))

=

(

ϑ2r −
1

3

)

h2

2
u′′′(b) +O(h3)

(A.11)

Neglecting higher order terms, we can claim from (A.8), (A.9), (A.10) and
(A.11) that the error eh is a second order accurate numerical solution of the
differential problem:































−e′′ = h2

12
uIV in ]a, b[

e(a) = −ϑl(1− ϑl)h
2

2
u′′(a)

e′(b) =

(

ϑ2r −
1

3

)

u′′′(b)

2
h2

(A.12)

Similarly, we can analyze the behavior of the error of (A.7). For simplicity
we do not take into account the difference between the first two equations of
(A.7) in the computation of the defect, and then we assume that the defect
for inner equations is again (A.9). At the end, we will obtain the following
differential problem for the error ẽh:































−e′′ = h2

12
uIV in ]a, b[

e(a) = − ϑ̃l(1− ϑ̃l)(2h)
2

2
u′′(a)

e′(b) =

(

ϑ̃2r −
1

3

)

u′′′(b)

2
(2h)2

(A.13)

We can summarize (A.12) and (A.13) in a unique differential problem:































−e′′ = h2

12
uIV in ]a, b[

e(a) = − ϑ̄l(1− ϑ̄l)(jh)
2

2
u′′(a)

e′(b) =

(

ϑ̄2r −
1

3

)

u′′′(b)

2
(jh)2

(A.14)

where ϑ̄I = ϑI (I ∈ {l, r}) and j = 1 for the method (A), while ϑ̄I = ϑ̃I

(I ∈ {l, r}) and j = 2 for the method (B). From the first equation of (A.14)
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we obtain

e(x) = −h2

12
u′′(x) +mx+ q. (A.15)

We found the parameters m and q imposing second and third equation of
(A.14). From the third equation:

−h2

12
u′′′(b)+m =

(

ϑ̄2r −
1

3

)

u′′′(b)

2
(jh)2 =⇒ m =

h2u′′′(b)

2

(

j2
(

ϑ̄2r −
1

3

)

+
1

6

)

(A.16)
From the second equation of (A.14):

− h2

12
u′′(a) +mx+ q = − ϑ̄l(1− ϑ̄l)(jh)

2

2
u′′(a) =⇒

=⇒ q =
h2

2

(

u′′(a)

(

1

6
− ϑ̄l(1− ϑ̄l)j

2

)

− a u′′′(b)

(

1

6
+ j2

(

ϑ̄2r −
1

3

)))

(A.17)

In order to compare the errors for the two methods, we define the ratio

α =
‖error with method (B)‖
‖error with method (A)‖ . (A.18)

When h is very small, we can approximate the error e(x) with a line, i.e.,
from (A.15), e(x) ≈ m x + q. With this approximation, if we compute α by
(A.18) with the L1 norm or with the L∞ norm we obtain the same result.
Let us compute it using the L∞ norm. Let us suppose the greater error is
produced by the discretization of the Neumann condition, then

Assumption: max
[a,b]

|e(x)| = |e(b)| ≈ |m b+ q|. (A.19)

Then, from (A.16) and (A.17) we can compute the error for the method (A)
(choosing ϑ̄I = ϑI for I ∈ {l, r} and j = 1 ) and the error for the method (B)
(choosing ϑ̄I = ϑ̃I for I ∈ {l, r} and j = 2 ). Recalling that ϑ̃l = (ϑl + 1)/2
and ϑ̃r = ϑr/2, we obtain:

α =

∣

∣

∣

∣

∣

u′′(a)
(

1
6
− (1 + ϑl) (1− ϑl)

)

+ u′′′(b)
(

ϑ2r − 7
6

)

u′′(a)
(

1
6
− ϑl (1− ϑl)

)

+ u′′′(b)
(

ϑ2r − 1
6

)

∣

∣

∣

∣

∣

. (A.20)

In order to compute the value α under grid refinement for a fixed problem,
we should compute the expected value:

ᾱ =

∫

[0,1]2
αdϑldϑr.
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Even if the discretization error of the method (B) is four time greater than
the discretization error of the method (A), the value (A.20) may be greater
than 4, as we will see in the numerical tests of the next section.

A.4 Numerical results

In this section we compare the accuracy order and the absolute value of the
error between iteration schemes (A.2)-(A.3) (that we call method (A)) and
(A.2)-(A.5) (that we call method (B)). In order to avoid oscillation in the
error, when we perform method (B) we always use the matrix (A.5), even if
ϑl ≥ 0.5 or ϑr ≤ 0.5.

In all numerical tests we choose the exact solution u and the domain
[a, b] ⊂ [−1, 1], and from these we compute f , ga and gb.

Let u(n) be the numerical solution obtained at the iteration n. All nu-
merical computations in the following numerical tests are performed with a
very strict tolerance on the residue

∥

∥fh − Lh u
(n)

∥

∥ ≤ ǫ ‖fh‖

with ǫ = 10−12, so that the discretization error is the dominant cause of error.
For each numerical test we also compute the ratio α, defined in (A.18).

A.4.1 Example 1

We choose:

u = sin(2πx), Ω = [−0.5, 0.5 + 10−12].

In this case we get u′′(a) = 0 and, if we choose a grid with a number of node
equal to a power of two, ϑl = 1 and ϑr ≈ 0. Since ϑl = 1, the second equation
of (A.14) gives e(a) = 0 and then the assumption (A.19) is valid. Then, from
(A.20) we obtain α = 7. This value is confirmed by the numerical results of
Fig. A.1 and Table A.1. In Fig. 5.6 we observe the behavior of the error for
both methods (A) and (B).

A.4.2 Example 2

We choose:

u = sin(2πx), Ω = [−0.843, 0.813].
In Fig. A.3 and in Table A.2 we report the errors for both methods (A) and
(B) in L1 and L∞ norms and compute the respective values of α.
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Fig. A.1: Example A.4.1. Errors obtained with methods (A) and (B) computed with L1

and L∞ norms and the respective best-fit lines. Left: L1 norm, mean value α = 7.00;
Right: L∞ norm, mean value α = 7.00.

Table A.1: L1 and L∞ errors for methods (A) and (B) and respective
values of α.

N (A): (ϑl, ϑr) (B): (ϑ̃l, ϑ̃r) (A): L1 (B): L1 α

512 (1.00,0.00) (1.00,0.00) 1.58 ·10−4 1.11 ·10−3 7.00
1024 (1.00,0.00) (1.00,0.00) 3.95 ·10−5 2.77 ·10−4 7.00
2048 (1.00,0.00) (1.00,0.00) 9.87 ·10−6 6.91 ·10−5 7.00
4096 (1.00,0.00) (1.00,0.00) 2.47 ·10−6 1.73 ·10−5 7.00
8192 (1.00,0.00) (1.00,0.00) 6.16 ·10−7 4.31 ·10−6 7.00
16384 (1.00,0.00) (1.00,0.00) 1.54 ·10−7 1.08 ·10−6 7.00
32768 (1.00,0.00) (1.00,0.00) 3.85 ·10−8 2.69 ·10−7 7.00

N (A): (ϑl, ϑr) (B): (ϑ̃l, ϑ̃r) (A): L∞ (B): L∞ α

512 (1.00,0.00) (1.00,0.00) 3.15 ·10−4 2.21 ·10−3 7.00
1024 (1.00,0.00) (1.00,0.00) 7.89 ·10−5 5.52 ·10−4 7.00
2048 (1.00,0.00) (1.00,0.00) 1.97 ·10−5 1.38 ·10−4 7.00
4096 (1.00,0.00) (1.00,0.00) 4.93 ·10−6 3.45 ·10−5 7.00
8192 (1.00,0.00) (1.00,0.00) 1.23 ·10−6 8.62 ·10−6 7.00
16384 (1.00,0.00) (1.00,0.00) 3.08 ·10−7 2.16 ·10−6 7.00
32768 (1.00,0.00) (1.00,0.00) 7.70 ·10−8 5.39 ·10−7 7.00

A.4.3 Example 3

We choose:

u = ex, Ω = [−0.843, 0.813].
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Fig. A.2: Example A.4.1. Behavior of the error for both methods (A) and (B).
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Fig. A.3: Example A.4.2. Errors obtained with methods (A) and (B) computed with L1

and L∞ norms and the respective best-fit lines. Left: L1 norm, mean value α = 3.99;
Right: L∞ norm, mean value α = 3.48.

In Fig. A.4 and in Table A.3 we report the errors for both methods (A) and
(B) in L1 and L∞ norms and compute the respective values of α.

A.4.4 Example 4

We choose:
u = ex

2

sin(2πx), Ω = [−0.823, 0.787].
In Fig. A.4 and in Table A.3 we report the errors for both methods (A) and
(B) in L1 and L∞ norms and compute the respective values of α.
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Table A.2: Example A.4.2: L1 and L∞ errors for methods (A) and (B)
and respective values of α.

N (A): (ϑl, ϑr) (B): (ϑ̃l, ϑ̃r) (A): L1 (B): L1 α

58 (0.45,0.58) (0.72,0.29) 6.65 ·10−3 2.57 ·10−2 3.87
87 (0.17,0.87) (0.59,0.43) 1.03 ·10−2 7.75 ·10−3 0.75
130 (0.79,0.84) (0.90,0.42) 4.61 ·10−3 2.67 ·10−3 0.58
195 (0.69,0.77) (0.85,0.38) 1.61 ·10−3 2.33 ·10−3 1.45
292 (0.08,0.70) (0.54,0.35) 6.48 ·10−4 1.69 ·10−3 2.61
438 (0.62,0.05) (0.81,0.02) 1.61 ·10−4 1.09 ·10−3 6.78
657 (0.43,0.57) (0.71,0.29) 5.48 ·10−5 3.91 ·10−4 7.14
986 (0.60,0.81) (0.80,0.40) 7.52 ·10−5 1.10 ·10−4 1.47
1478 (0.98,0.81) (0.99,0.40) 3.91 ·10−5 3.22 ·10−5 0.82
2217 (0.97,0.71) (0.98,0.36) 1.26 ·10−5 1.96 ·10−5 1.55
3326 (0.91,0.02) (0.95,0.01) 1.91 ·10−6 1.67 ·10−5 8.75
4988 (0.44,0.62) (0.72,0.31) 1.32 ·10−6 6.62 ·10−6 5.01
7482 (0.66,0.43) (0.83,0.22) 1.66 ·10−7 3.23 ·10−6 19.45
11223 (0.99,0.65) (1.00,0.32) 4.03 ·10−7 8.53 ·10−7 2.12
16835 (0.45,0.93) (0.73,0.46) 3.72 ·10−7 3.17 ·10−7 0.85
25252 (0.72,0.94) (0.86,0.47) 1.75 ·10−7 1.04 ·10−7 0.60

N (A): (ϑl, ϑr) (B): (ϑ̃l, ϑ̃r) (A): L∞ (B): L∞ α

58 (0.45,0.58) (0.72,0.29) 1.61 ·10−2 3.45 ·10−2 2.13
87 (0.17,0.87) (0.59,0.43) 2.18 ·10−2 9.66 ·10−3 0.44
130 (0.79,0.84) (0.90,0.42) 9.79 ·10−3 4.10 ·10−3 0.42
195 (0.69,0.77) (0.85,0.38) 3.52 ·10−3 3.67 ·10−3 1.04
292 (0.08,0.70) (0.54,0.35) 1.36 ·10−3 2.59 ·10−3 1.90
438 (0.62,0.05) (0.81,0.02) 2.76 ·10−4 1.95 ·10−3 7.07
657 (0.43,0.57) (0.71,0.29) 1.32 ·10−4 6.53 ·10−4 4.95
986 (0.60,0.81) (0.80,0.40) 1.64 ·10−4 1.76 ·10−4 1.07
1478 (0.98,0.81) (0.99,0.40) 7.95 ·10−5 6.22 ·10−5 0.78
2217 (0.97,0.71) (0.98,0.36) 2.59 ·10−5 3.79 ·10−5 1.46
3326 (0.91,0.02) (0.95,0.01) 3.92 ·10−6 3.22 ·10−5 8.21
4988 (0.44,0.62) (0.72,0.31) 3.08 ·10−6 1.10 ·10−5 3.59
7482 (0.66,0.43) (0.83,0.22) 2.95 ·10−7 5.77 ·10−6 19.6
11223 (0.99,0.65) (1.00,0.32) 8.22 ·10−7 1.69 ·10−6 2.05
16835 (0.45,0.93) (0.73,0.46) 7.98 ·10−7 4.44 ·10−7 0.56
25252 (0.72,0.94) (0.86,0.47) 3.69 ·10−7 1.56 ·10−7 0.42
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Fig. A.4: Example A.4.3. Errors obtained with methods (A) and (B) computed with L1

and L∞ norms and the respective best-fit lines. Left: L1 norm, mean value α = 5.80;
Right: L∞ norm, mean value α = 5.76.
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Fig. A.5: Example A.4.4. Errors obtained with methods (A) and (B) computed with L1

and L∞ norms and the respective best-fit lines. Left: L1 norm, mean value α = 3.98;
Right: L∞ norm, mean value α = 3.80.
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Table A.3: Example A.4.3: L1 and L∞ errors for methods (A) and (B)
and respective values of α.

N (A): (ϑl, ϑr) (B): (ϑ̃l, ϑ̃r) (A): L1 (B): L1 α

58 (0.45,0.58) (0.72,0.29) 6.75 ·10−5 1.16 ·10−3 17.14
87 (0.17,0.87) (0.59,0.43) 2.37 ·10−4 3.32 ·10−4 1.40
130 (0.79,0.84) (0.90,0.42) 9.87 ·10−5 1.28 ·10−4 1.30
195 (0.69,0.77) (0.85,0.38) 3.09 ·10−5 7.33 ·10−5 2.37
292 (0.08,0.70) (0.54,0.35) 1.07 ·10−5 4.20 ·10−5 3.94
438 (0.62,0.05) (0.81,0.02) 5.43 ·10−6 2.66 ·10−5 4.89
657 (0.43,0.57) (0.71,0.29) 4.79 ·10−7 9.40 ·10−6 19.61
986 (0.60,0.81) (0.80,0.40) 1.44 ·10−6 2.76 ·10−6 1.91
1478 (0.98,0.81) (0.99,0.40) 7.17 ·10−7 9.99 ·10−7 1.39
2217 (0.97,0.71) (0.98,0.36) 2.06 ·10−7 5.60 ·10−7 2.72
3326 (0.91,0.02) (0.95,0.01) 8.28 ·10−8 4.27 ·10−7 5.16
4988 (0.44,0.62) (0.72,0.31) 1.65 ·10−8 1.54 ·10−7 9.32
7482 (0.66,0.43) (0.83,0.22) 5.62 ·10−9 7.79 ·10−8 13.85
11223 (0.99,0.65) (1.00,0.32) 4.44 ·10−9 2.39 ·10−8 5.38
16835 (0.45,0.93) (0.73,0.46) 5.35 ·10−9 7.24 ·10−9 1.35
25252 (0.72,0.94) (0.86,0.47) 2.49 ·10−9 2.68 ·10−9 1.08

N (A): (ϑl, ϑr) (A): L∞ (B): L∞ α

58 (0.45,0.58) (0.72,0.29) 1.23 ·10−4 2.13 ·10−3 17.39
87 (0.17,0.87) (0.59,0.43) 4.67 ·10−4 5.72 ·10−4 1.23
130 (0.79,0.84) (0.90,0.42) 1.94 ·10−4 2.46 ·10−4 1.26
195 (0.69,0.77) (0.85,0.38) 6.15 ·10−5 1.38 ·10−4 2.25
292 (0.08,0.70) (0.54,0.35) 2.01 ·10−5 7.58 ·10−5 3.77
438 (0.62,0.05) (0.81,0.02) 1.06 ·10−5 5.12 ·10−5 4.81
657 (0.43,0.57) (0.71,0.29) 8.52 ·10−7 1.75 ·10−5 20.58
986 (0.60,0.81) (0.80,0.40) 2.90 ·10−6 5.11 ·10−6 1.76
1478 (0.98,0.81) (0.99,0.40) 1.37 ·10−6 2.05 ·10−6 1.50
2217 (0.97,0.71) (0.98,0.36) 3.84 ·10−7 1.14 ·10−6 2.97
3326 (0.91,0.02) (0.95,0.01) 1.74 ·10−7 8.56 ·10−7 4.93
4988 (0.44,0.62) (0.72,0.31) 3.26 ·10−8 2.86 ·10−7 8.76
7482 (0.66,0.43) (0.83,0.22) 1.11 ·10−8 1.50 ·10−7 13.52
11223 (0.99,0.65) (1.00,0.32) 8.79 ·10−9 4.90 ·10−8 5.58
16835 (0.45,0.93) (0.73,0.46) 1.23 ·10−8 1.26 ·10−8 1.03
25252 (0.72,0.94) (0.86,0.47) 5.73 ·10−9 4.97 ·10−9 0.87
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Table A.4: Example A.4.4: L1 and L∞ errors for methods (A) and (B)
and respective values of α.

N (A): (ϑl, ϑr) (B): (ϑ̃l, ϑ̃r) (A): L1 (B): L1 α

58 (0.87,0.82) (0.93,0.41) 6.24 ·10−2 7.50 ·10−2 1.20
87 (0.30,0.73) (0.65,0.37) 2.12 ·10−2 2.74 ·10−2 1.29
130 (0.49,0.15) (0.75,0.08) 2.91 ·10−3 2.32 ·10−2 8.00
195 (0.74,0.23) (0.87,0.12) 1.17 ·10−3 1.09 ·10−2 9.33
292 (0.16,0.90) (0.58,0.45) 2.97 ·10−3 9.26 ·10−4 0.31
438 (0.24,0.35) (0.62,0.18) 9.61 ·10−5 1.65 ·10−3 17.14
657 (0.86,0.03) (0.93,0.01) 1.69 ·10−4 1.03 ·10−3 6.13
986 (0.74,0.99) (0.87,0.50) 3.35 ·10−4 4.91 ·10−5 0.15
1478 (0.20,0.59) (0.60,0.30) 3.28 ·10−5 1.03 ·10−4 3.13
2217 (0.80,0.89) (0.90,0.44) 4.98 ·10−5 2.53 ·10−5 0.51
3326 (0.65,0.78) (0.82,0.39) 1.66 ·10−5 1.52 ·10−5 0.91
4988 (0.56,0.78) (0.78,0.39) 7.43 ·10−6 6.34 ·10−6 0.85
7482 (0.84,0.17) (0.92,0.08) 1.09 ·10−6 7.64 ·10−6 7.01
11223 (0.76,0.75) (0.88,0.38) 1.25 ·10−6 1.61 ·10−6 1.29
16835 (0.10,0.07) (0.55,0.04) 2.65 ·10−7 1.22 ·10−6 4.62
25252 (0.20,0.66) (0.60,0.33) 1.65 ·10−7 2.99 ·10−7 1.81

N (A): (ϑl, ϑr) (B): (ϑ̃l, ϑ̃r) (A): L∞ (B): L∞ α

58 (0.87,0.82) (0.93,0.41) 1.18 ·10−1 1.56 ·10−1 1.32
87 (0.30,0.73) (0.65,0.37) 3.81 ·10−2 6.55 ·10−2 1.72
130 (0.49,0.15) (0.75,0.08) 7.31 ·10−3 5.16 ·10−2 7.06
195 (0.74,0.23) (0.87,0.12) 2.88 ·10−3 2.33 ·10−2 8.09
292 (0.16,0.90) (0.58,0.45) 5.70 ·10−3 2.39 ·10−3 0.42
438 (0.24,0.35) (0.62,0.18) 2.87 ·10−4 3.83 ·10−3 13.35
657 (0.86,0.03) (0.93,0.01) 3.72 ·10−4 2.15 ·10−3 5.78
986 (0.74,0.99) (0.87,0.50) 6.40 ·10−4 1.36 ·10−4 0.21
1478 (0.20,0.59) (0.60,0.30) 5.64 ·10−5 2.48 ·10−4 4.40
2217 (0.80,0.89) (0.90,0.44) 9.46 ·10−5 5.90 ·10−5 0.62
3326 (0.65,0.78) (0.82,0.39) 3.01 ·10−5 3.59 ·10−5 1.19
4988 (0.56,0.78) (0.78,0.39) 1.33 ·10−5 1.54 ·10−5 1.15
7482 (0.84,0.17) (0.92,0.08) 2.46 ·10−6 1.60 ·10−5 6.50
11223 (0.76,0.75) (0.88,0.38) 2.29 ·10−6 3.63 ·10−6 1.58
16835 (0.10,0.07) (0.55,0.04) 5.71 ·10−7 2.83 ·10−6 4.96
25252 (0.20,0.66) (0.60,0.33) 2.93 ·10−7 7.34 ·10−7 2.50



Appendix B
Diffusion Equation with moving

interface

n this chapter we describe how to extend the method described in this the-
sis to solve the Diffusion Equation with discontinuous coefficients across a
moving interface. The method is implemented in 1D, but we think it can be
easily extended in higher dimensions. This chapter consists mainly of a work
in progress.

Model problem 8 Consider the model problem:

∂T

∂t
+ u · ∇T = µ∆T + f in Ω = [a, b] (B.1)

[[T ]] = gD on α ∈ Ω (B.2)

[[γ T ′]] = gN on α ∈ Ω (B.3)

(B.4)

in the unknown T : Ω→ R, where u(t, x) is an assigned velocity, and the co-
efficient γ is discontinuous across α(t), which consists of a moving interface.

Let Ω1 = [a, α] and Ω2 = [α, b]. Eq. (B.1) is split in two equations:

∂Ti

∂t
+ u · ∇Ti = µi ∆Ti + fi in Ωi, i = 1, 2. (B.5)

Now the coefficient µi is continuous in Ωi and the problem can be solved
with the usual technique of ghost cells described in Chapter 3. The moving
interface can cause some troubles, especially when it crosses a grid point.
The velocity u is defined in all Ω, and consists on the velocity by which the
interface α moves in time:

α(t+∆t) = α(t) + ∆t u(α(t)).
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Of course we can use a more accurate discretization of the interface evolution
α̇ = u. In higher dimension, the evolution will be performed by the level-set
method.

B.1 Discretization

Let N1 and Nnew
1 be as in Fig. B.1, where α = α(tn) and αnew = α(tn+1).
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Fig. B.1: Discretization of the domain Ω at time tn (top) and tn+1 (bottom).

Let us suppose that we know at time tn the values T1(xj) for j = 0 . . . N1+
1 and T2(xj) for j = N1 . . . N , and from this values we want to know at
time tn+1 the values T new

1 (xj) for j = 0 . . . Nnew
1 + 1 and T new

2 (xj) for j =
Nnew
1 . . . N . Let us build a linear system by writing an equation for each

unknown T new
i (xj). If j = 0 or j = N the equation can be easily constructed

from the boundary conditions in a and b. If i = 1, . . . , Nnew
1 − 1 we use

Crank-Nicolson, i.e. we discretize Eq. (B.5) for i = 1 in P ≡ x
n+1/2
j (see Fig.

B.2):

T new
1 (xj)− T1(xj)

∆t
+

unew(xj) + u(xj)

2
· T

new
1 (xj+1)− T new

1 (xj−1) + T1(xj+1)− T1(xj−1)

4 ∆x
=

µnew
1 (xj) + µ1(xj)

4 ∆x2
(

δ2jT
new
1 + δjT1

)

+
fnew(xj) + f(xj)

2
(B.6)

where δ2j W = W (xj+1)− 2W (xj) +W (xj+1).
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�������
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���
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Fig. B.2: We discretize the diffusion equation by Crank-Nicolson if we are far
from the interface, i.e. we discretize the equation in P .

If j = Nnew
1 and xj < α at time tnm the equation is obtained as Eq.

(B.6), else we have to find a different approach since we do not know the
value T1(xj+1). Of course we can extrapolate T1 far from the interface. In 1D
is a trivial task, while in 2D we can follow for example the method described
by Aslam in [12]. However, we here propose an alternative technique. In

practice, we discretize (B.5) for i = 1 in P ≡ x
n+1/2
j+1/2 (see Fig. B.3).
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�

Fig. B.3: If the interface crosses a grid point from left to right, we discretize Eq.
B.5 for i = 1 in P .

Let LjW the quadratic interpolation of W in nodes xj−1, xj, xj+1. Let us
discretize every term of (B.5) for i = 1.

∂T1
∂t

≈ LjT
new
1 (xj−1/2)− Lj−1T1(xj−1/2)

∆ t

u ≈ unew(xj) + u(xj−1)

2
∂T1
∂x

≈ 1

4 ∆x
(T new

1 (xj+1)− T new
1 (xj−1) + T1(xj)− T1(xj−2))

µ1 ≈
µnew
1 (xj) + µ1(xj−1)

2

∂2T1
∂x2

≈ 1

2 ∆x2
(

δ2jT
new
1 + δ2j−1T1

)
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f ≈ fnew(xj) + f(xj−1)

2
.

The whole procedure can be repeated similarly for T2(xj), for j = Nnew
1 +

1, . . . , N . Only the ghost values T1(xNnew
1

+1) and T2(xNnew
1

) are left. They
are found by discretizing the interface conditions (B.2) and (B.3):

Lj+1T2(α
new)− LjT1(α

new) = gD

µ2L′j+1T2(αnew)− µ1L′jT1(αnew) = gN .

B.2 Multigrid approach

In this section we describe the multigrid solver, with particular attention to
the relaxation scheme, since all the other components (transfer grid opera-
tors, ...) can be easily extended from those defined in Chapter 3.

The whole linear system can be resumed in matrix form:

A x = b,

where now the unknown is x. Following the observation at the beginning
of Sec. 2.3, the iterative scheme derived from the associate fictitious time
problem can be seen as a Richardson method with a suitable diagonal pre-
conditioner. In details, the iteration scheme becomes:

xm+1 = xm + P−1 (b−Mxm) .

The diagonal entries pk of P
−1 are:

pk =
∆t

1 + 2 c1
with c1 =

µ1 ∆t

2 ∆x2
(B.7)

for the inner equation of T1,

∆t

1 + 2 c2
with c2 =

µ2 ∆t

2 ∆x2
(B.8)

for the inner equation of T2,

pk = 1 and pk =
∆x

max {µ1, µ2}
for respectively the transmission conditions (B.2) and (B.3). The values (B.7)
and (B.8) are obtained in order to zero out the related diagonal entry of the
iteration matrix B = I − P−1M , in such a way it appears to be a Jacobi
iteration for inner equation. In order to have a proper multigrid smoother,
we switch to a Gauss-Seidel version, that can be resumed, after some algebra,
as follows:

xn+1 = xn + (P − E)−1(b−M xn).
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B.3 Alternative approaches

In this section we propose some alternative approaches that we can use when
the interface cross a grid point.

Alternative 1: Fictitious velocity

Let us suppose we are in the case of Fig. B.3, i.e. the interface cross the grid
point xj from the left to the right. In order to write the linear equation for
the unknown T new

1 (xj) (and only for this unknown) we introduce in the Eq.
B.1 a fictitious velocity v in the following way (we have omitted for simplicity
the convection velocity u, i.e. we suppose u = 0):

∂T1
∂t

+ v
∂T1
∂x

= µ
∂2T1
∂x2

+ v
∂T

∂x
. (B.9)

We choose v = ∆x/∆t, in such a way the discretization of the left-hand side
of (B.9) is:

dT1
dt

: =
∂T1
∂t

+ v
∂T1
∂x

≈
T n+1
j − T n

j−1

∆t
.

Discretizing the other terms of (B.9) and collecting the terms in n + 1 and
n, we obtain (with an obvious notation of the stencil):

1
4
[1 4 − 1]j T

new
1 − 1

4
[−1 4 1]j−1 T1

∆t
=

µ1
2 ∆x2

(

δ2jT
new
1 + δ2j−1T1

)

.

(B.10)
Let us introduce the following notation: by w|nj we intend a second or-
der discretization of w in (xj, t

n), i.e. w|nj = w(xj, t
n) + O(h2), with h =

max {∆t,∆x}. Analyzing the first-hand side of Eq. B.10, which indeed must
be a consistent discretization of ∂T1/∂t in P of Fig. B.3 (from (B.9)), we
obtain:

1
4
[1 4 − 1]j T

new
1 − 1

4
[−1 4 1]j−1 T1

∆t

=
T new
1 (xj)− T1(xj)

∆t
+

1

∆t
([3/4 − 1 1/4]j−1 T1 − [−1 0 1]j T

new
1 )

=
∂T1
∂t

∣

∣

∣

∣

n+1/2

j

− ∆x

2 ∆t

(

∂T1
∂x

∣

∣

∣

∣

n+1

j

− ∂T1
∂x

∣

∣

∣

∣

n

j

)

=
∂T1
∂t

∣

∣

∣

∣

n+1/2

j

− ∆x

2

∂2T1
∂t∂x

∣

∣

∣

∣

n+1/2

j

.

In other words, we have obtained the Taylor expansion of ∂T1/∂t centered
in (xj, t

n+1/2) and with spatial step −∆/2.
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Alternative 2: Shifted stencil

By this name we intend the discretization described in Sec. B.1, namely:

∂T1
∂t

∣

∣

∣

∣

n+1/2

j−1/2

≈ LjT
new
1 (xj−1/2)− Lj−1T1(xj−1/2)

∆ t
,

that can be resumed in the stencil notation:

∂T1
∂t

∣

∣

∣

∣

n+1/2

j−1/2

≈
1
8
[3 6 − 1]j T

new
1 − 1

8
[−1 6 3]j−1 T1

∆t
.

Alternative 3: Least square

We can compute a quadratic interpolation T̃1 of T1 in the six-point sten-
cil (xj−2, t

n), (xj−1, t
n), (xj, t

n), (xj−1, t
n+1), (xj, t

n+1), (xj+1, t
n+1), and then

compute the discretization as:

∂T1
∂t

∣

∣

∣

∣

n+1/2

j−1/2

≈ ∂T̃1
∂t

(xj−1/2, t
n+1/2).

Although the linear system to find the quadratic interpolation is composed
by 6 equations and 6 unknowns, such linear system is singular (observe that
we can compute a suitable discretization of Ttt with such a stencil). How-
ever, if we solve this linear system by least squares, we obtain the following
approximation:

∂T1
∂t

∣

∣

∣

∣

n+1/2

j−1/2

≈
1
12
[7 4 1]j T

new
1 − 1

12
[1 4 7]j−1 T1

∆t
.

B.3.1 Comparison of the three discretizations

These three discretizations can be resumed as follows:

∂T1
∂t

∣

∣

∣

∣

n+1/2

j−1/2

≈ 1

∆t

(

1

24
[9 18 − 3]j T

new
1 + β[1 − 2 1]j T

new
1

− 1

24
[−3 18 9]j−1 T1 − β[1 − 2 1]j−1 T1

)

, (B.11)

where β = −3/24 for the Alternative 1, β = 0 for the Alternative 2, β =
5/24 for the Alternative 3. Observe that (B.11) is second order accurate,
independently on β, since we have:

β
[1 − 2 1]j T

new
1 − [1 − 2 1]j−1 T1

∆t
= O(h2).
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B.4 Numerical tests

We want to test the second order accuracy of the Alternative 2. We choose
[a, b] = [0, 1] and the following exact solutions:

T1 = sin(x+
1

t+ 1
), T2 = cos(x+

10

t+ 1
)

and a velocity

u = α̇(t)
(x− a)(x− b)

(α(t)− a)(α(t)− b)
,

where α(t) = 0.543 + 0.05 sin(t). In Figs. B.4 and B.5 we report the bestfit
line of the errors in the L∞ norm at the final time tfin = 0.25 respectively
for the alternatives 1 and 2.
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Fig. B.4: In the x-axis we report N ,
while in the y-axis we report the L∞

error. The slope of the bestfit line is
s = −1.97.
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Fig. B.5: In the x-axis we report N ,
while in the y-axis we report the L∞

error. The slope of the bestfit line is
s = −2.04.
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Conclusion and Work in progress

In this thesis we have proposed a numerical method to solve the elliptic
equation in an arbitrary domain (described by a level-set function) with
mixed boundary conditions and discontinuous coefficients. The problem is
discretized on a Cartesian grid by a finite-difference ghost-cell method. The
value in each ghost point is computed by a biquadratic extrapolation of the
numerical solution in Upwind direction. Such a interpolation is computed in
the projection of the ghost point on the boundary, and it may involve other
ghost points. Therefore, the extrapolation equations for the ghost points are
strongly coupled each other, and cannot be solved by a proper sub-system
in order to eliminate the ghost equation from the system. This is the main
strength and drawback of the discretization. It is a strength because it allows
a simpler discretization, in particular for the Neumann boundary conditions,
since it gives information in both Cartesian directions. It is a drawback be-
cause it adds additional unknown to the linear system. Such complication
is overcame by adopting an iterative solver based on multigrid. First, we
construct a good smoother for the multigrid, namely a convergent Gauss-
Seidel-like relaxation scheme. Since a simple Gauss-Seidel applied to the
whole linear system fails to converge, a suitable strategy has been adopted:
the equations have been transformed into a fictitious time-dependent prob-
lem, whose time step represents an iterative parameter, which has been set
up in order to guarantee the convergence. Such a time step is chosen also
in such a way that the Gauss-Seidel iteration scheme for inner equations
is recovered. We observe that the relaxation scheme by the fictitious time
can be seen as a Richardson method with a diagonal preconditioner. Once
the smoother is set up, the transfer (restriction and interpolation) opera-
tors must be built. The interpolation acts on the error, which is continuous
across the boundary, therefore we chose the usual bilinear interpolation op-
erator. On the other hand, the restriction operator acts on the residual,
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which is supposed to be discontinuous across the boundary, since it refers
to differential operators scaling with different powers of the spatial step h:
the residual of inner equations is O(h−2), of Neumann boundary conditions
is O(h−1), of Dirichlet boundary condition is O(1). Therefore, the restric-
tion operator must be modified in the vicinity of the boundary, namely the
inside coarse value is a weighted mean of neighboring fine values, but only
of the ones belonging to the same side of the boundary, since ghost values
refer to boundary conditions. For the ghost coarse value the argument is
the same, provided to suitably extrapolate the residual outside the boundary
constant along the normal direction. In summary, the restriction operator is
performed separately for inner equations and for boundary conditions. The
final convergence factor is close to the optimal one (i.e. the predicted one by
the Local Fourier Analysis for inner relaxations), provided to add at each
relaxation sweep on each grid level some extra-relaxations over boundary
conditions and over inner equations close to the boundary (observe that the
additional computational effort is negligible as the problem increases, since
it is O(h−1)). The boundary treatment of the iteration process has been
compared with other techniques of the relevant literature, such as the Box
and Kaczmarz relaxations (Example 2.7.3.2), showing that our method out-
performs the Kaczmarz relaxation and performs nearly as well as the Box
relaxation (which however results more expansive).

We must observe that, in the case of complex domains such as the flower-
shaped domains, the convergence of the multigrid is observed only when the
coarsest grid is fine enough to capture the curvature of the domain, as we
can see in Example 2.7.3.5.

Other strengths of the whole method (discretization and multigrid) are
the easy implementation in higher dimension, the second order accuracy in
the solution and its gradient (and the method can be easily extended to
higher accuracy), and the power of the solver when embedded in a moving
boundary time dependent problem, such as those arising from applications,
for instance, the incompressible Navier-Stokes equations. The motion of
the domain can be easily handled by the level-set function, which implicitly
describes the boundary, and then the computational effort of the grid re-
generation at each time step is avoided.

The main motivation of the whole work is to embed the elliptic solver in
the incompressible fluid dynamic framework, in order to model the motion
of a fluid contained in a tank of arbitrary shape. In order to deal the two-
phase flow problems, such as air-water, or the more challenging fluid-solid
model, a discontinuous coefficient numerical method has been developed.
In practice, the fluid-solid interaction would be described by a two-phase
flow problem, where the solid is modeled as an highly viscous fluid with
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respect to the real fluid. To this purpose, we extended the method to the
case of discontinuous coefficients: we impose the continuity of the solution
and of its flux across the interface separating the two fluids (indeed, the
method can be applied to the more general case of non-homogeneous interface
conditions). The discretization is obtained by adding ghost values close to
the interface. In practice, in grid points close to the interface we define
two values: one for the real solution in that grid point, and one for the
ghost value related to the other side of the interface. The discrete equation
of the ghost value for one sub-domain is obtained discretizing one of the
jump conditions, and for the other sub-domain discretizing the other jump
condition. The correlation between sub-domain and jump condition makes
a choice, and finally we found a criterion based on the conditioning of the
problem. The multigrid strategy adopted in the continuous coeffficient case
can be extended to this case, provided to suitably extrapolate the residual
of the jump conditions far from the interface (without overwrite real values)
and to solve exactly the problem in the coarsest grid in place of simply relax
few times (by just relaxing few times on the coarsest grid we do not regain
the optimal convergence factor, especially for highly jump in the coefficient).
We observed that the convergence factor is close to the optimal one, and
non-depending on the jump in the coefficient nor on the size of the problem.
Such features are recently investigated in the relevant literature.

Even though such applications to fluid dynamics have been performed,
with satisfactory results, they are not reported in this thesis (we remind to
another Ph.D. thesis [11] for more details).

In Chapter 5, the boundary/interface discretization has been embedded
in the framework of the Adaptive Mesh refinement, in order to consider
problems with small scale details, and better control the computational cost
in terms of memory storage.

Work in progress

Let us describe the work in progress we have in mind, grouping them accord-
ing to the subject.

Adaptive Mesh refinement

This future work is intended in collaboration with the research group of F.
Gibou of University of Santa Barbara, California.

• Up to now, we have studied only the accuracy of the discretization in an
adaptive Cartesian grid, solving the resulting (non-symmetric) linear
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system with a (probably not the most efficient) direct solver. However,
we recognize that future work will need to focus on the design of efficient
multigrid solvers for our linear systems.

• Up to now, the refinement process is performed only close to the in-
terface/boundary and depends only on the distance from it. In future
works we aim to extend the method to more general criteria, for in-
stance based on the solution (in order to homogenize the discretization
error for all cells) or, more challenging, based on the curvature of the
interface/boundary, in order to capture small scale effects arising only
in some parts of the interface/boundary.

• The Poisson-Boltzmann/Poisson equation for biomolecules where one
needs a method for the Poisson equation with jump conditions is cur-
rently underway.

Improvement of the method for particular cases

• In case of multiple interfaces, some problem may occur when two or
more interfaces are very close each other. Let us think at the case of a
drop falling into a still water: when the drop is very close to the water,
some ghost points may refer at the same time to two inner grid points,
one inside the drop, and one inside the rest of water. In such cases,
the ghost-method described in this thesis may fail to gain the second
order accuracy. One possible solution is to define two ghost values in
the same grid points, referred to two different areas of the fluid (the
drop and the rest of water).

• In the case of anisotropic operators, we have observed (Sec. 2.4.3) that
the convergence of the relaxation scheme is not guaranteed when a
strong anisotropy occurs. The reason is that the stencil we use is not
in Upwind direction with respect to the co-normal derivative, but it
is in Upwind direction with the normal derivative. However, taking a
stencil in Upwind direction with respect the co-normal derivative is not
always allowed, since in most cases the grid points of such a stencil are
not unknowns of the linear system. A possible strategy can be obtained
by choosing three different stencils for the reconstruction respectively
of the solution (Dirichlet), the x-derivative and the y-derivative (Neu-
mann). Since it is not needed to use a proper Upwind stencil for the
reconstruction of the solution, we can just use the usual Upwind sten-
cil with respect to the normal direction. While, for the gradient re-
construction, we need a co-normal Upwind stencil, which we think can
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be always obtained, providing to use two different stencils (for x- and
y- directions) possibly reduced, but still maintaining the whole second
order accuracy.

• In presence of sharp-edged domains (Sec. 1.3.4), the accuracy slightly
degrades when the corner is very small. Applying a strategy close to the
one described in the previous point, namely using different stencil for
the reconstructions, we guess that we can obtain a more stable second
order discretization.

• In presence of convex zones of the domain, sometimes can be very
difficult to reconstruct the correct normal derivative on the boundary
by the signed-distance function φ, since it may presents a discontinuity
in the gradient. In such cases we think to use a WENO reconstruction
of the gradient of φ, namely we properly choose the stencil in such a
way it does not crosses the discontinuity in ∇φ.

Analytical studies

Even though we developed a purely practical multigrid solver, we hope in fu-
ture to provide the method with an analytical study of all multigrid compo-
nents. The first step will be the convergence proof of the relaxation scheme for
the second order accurate method, while the proof of the first order method
has been presented in Sec. 2.3.

• The convergence proof for the second order accurate discretization is
not a trivial task, since the resulting linear system is not diagonally
dominant. Starting from the easier 1D case, we gave an alternative
discretization of the method in order to prove the convergence. How-
ever, such idea is very simple and still not satisfactory in our opinion.
We described such a technique in Appendix A.

• For interface conditions, we observed that the CFL condition for the
jump in the flux must take into account the value of the coefficient of
both sides of the interface (Sec. 3.1.3). We think we can give in future
a suitable explanation of the condition (3.29) by the Fourier modes
analysis.

Implementation

Such work in progress will be carried out in near future.

• We are extending all the methods presented in this thesis to the 3D
case.
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• The code has being parallelized during a 13-week study period in Bor-
deaux, France, among the research group of A. Iollo, and with the
HPC-Europa2 fellowship.

Applications

• The extension of the method to the more general case of a convection-
diffusion equation with discontinuous coefficient across a moving inter-
face is currently underway:

∂T

∂t
+ u · ∇T = µ∆T + f

in the unknown T : Ω → R, where the coefficient µ is discontinuous
across a lower dimensional interface Γ(t) ⊆ Ω which evolves in time.
The time derivative is discretized by Crank-Nicolson. When the inter-
face cross a grid point, the two 5-point stencils at time tn and tn+1 must
be suitably modified, since some grid values may be not available. Sev-
eral kinds of strategies are currently under investigation, all providing
encouraging results. Some 1D results are described in Appendix B.

• The Stefan problem models the phase change of a medium describing
its temperature distribution. It is important to extend the method
proposed in this thesis to a Stefan-type problem in our research group
since one of the main applications is the crust-formation embedded
in the lava-crust interaction. The Stefan problem, combined with the
incompressible fluid dynamic framework, should be able to describe
this phenomena.
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