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INTRODUCTION 

PROTEIN CONFORMATIONAL DISORDERS (PCDs) 

The biological function of a protein depends on its tridimensional structure, which is 

determined by its amino acid sequence during the process of protein folding (Fig. 1).  

 

Figure 1 - Scheme of the funnel-shaped free-energy surface that proteins explore 

as they move towards the native state (green) by forming intramolecular contacts. 

Several diseases have been shown to arise from protein misfolding  and are grouped 

together under the name of protein conformational disorders (PCDs) [1-5].  

The hallmark event in PCDs is a change in the secondary and/or tertiary structure of a 

normal protein without alteration of the primary structure. The conformational change 

may promote the disease by either gain of a toxic activity or by the lack of biological 

function of the natively folded protein [3,5] (Fig. 2).  

 

Figure 2 - Protein misfolding and disease. 
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Proteins that are normally soluble convert into insoluble aggregates that can form 

intractable and frequently toxic deposits in the brain, in skeletal and muscular tissue 

and in the heart and the liver [6]. 

The onset of aggregation may be triggered by any factor resulting in a rise of the 

concentration of the amyloidogenic precursor(s) such as a shift of the equilibrium 

between correctly folded and partially folded molecules towards the latter or an 

increase of the expression level of the affected protein and hence its whole equilibrium 

population comprising partially folded molecules [7](Fig. 3).  

 

Figure 3 - The possible fates of newly synthesized polypeptide chains. Modifications of protein structure or 

medium conditions may favour protein-protein interactions into fibers or into crystalline lattices. Should 

these conditions be destabilising, the equilibrium (1) is shifted to the left thus increasing the population of 

partly folded molecules. Under normal conditions, these are refolded by the molecular chaperones or cleared 

by the ubiquitin-proteasome machinery. Should these machineries be impaired or the population of misfolded 

molecules overwhelm their buffering possibility, disordered aggregates arise or the aggregation path is 

undertaken. Equilibrium (2) is intrinsically shifted to the right and the nucleation of ordered aggregates is 

kinetically favoured by mutations increasing the mean hydrophobicity or propensity to beta structure or 

reducing the net charge of the misfolded/unfolded molecules. The formation of pre-fibrillar assemblies in the 

form of amyloid pores (equilibrium (3)) could be directly related to the cytotoxic effects of amyloids. 

This may be the case of mutations, environmental changes or chemical modifications 

reducing the conformational stability of the protein. Alternatively, specific mutations 

may enhance aggregation simply by favouring kinetically the assembly of the unfolded 
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or partly folded monomers into the early oligomeric pre-fibrillar species (Fig. 3). 

Finally, protein aggregation may be favoured under conditions resulting in the 

impairment or overwhelming of the molecular machineries aimed at performing the 

quality control of protein folding. 

The PCDs includes Alzheimer's disease (AD), transmissible spongiform 

encephalopathies (TSEs), serpin-de¢ciency disorders, haemolytic anemia, Huntington 

disease (HD), cystic fibrosis, diabetes mellitus type II, amyotrophic lateral sclerosis 

(ALS), Parkinson disease (PD), dialysis-related amyloidosis and many other diseases  

(Table 1).  

PROTEIN INVOLVED DISEASE 

Amyloid-β AD 

α-Synuclein PD 

Amylin Diabetes type II 

SOD ALS 

β2-Microglobulin Haemodialysis-related amyloidosis 

Amyloid-A Reactive amyloidosis 

CFTR protein Cystic fibrosis 

Hemoglobin Sickle cell anemia 

Huntingtin HD 

PrP Creutzfeldt-Jakob disease and relate disorders 

Other proteins Systemic and cerebral hereditary amyloidosis 
 

Table 1 - List of some diseases that have been classi¢ed in the group of PCDs [2-5]. 

In most of PCDs the misfolded protein is rich in β-sheet conformation [4,5]. β-Sheets 

are one of the prevalent, repetitive secondary structures in folded proteins and are 

formed of alternating peptide pleated strands linked by hydrogen bonding between the 

NH and CO groups of the peptide bond. While in α-helices the hydrogen bonds are 

between groups within the same strand, in β-sheets the bonds are between one strand 

and another. Since the second β-strand can come from a different region of the same 

protein or from a different molecule, formation of β-sheets is usually stabilized by 

protein oligomerization or aggregation.  

With the exception of cystic fibrosis and some forms of TSE, the end point of protein 

misfolding in PCD is aberrant protein aggregation and accumulation as amyloid-like 

deposits in diverse organs [2,3,8-10]. Despite the large differences in the structures of 

the proteins and peptides contributing to the aggregates found in the differing diseases, 

amyloid fibrils are surprisingly similar and share basic structural features. Typically, 

amyloid fibrils are straight, unbranched, 6-12 nm wide (but larger in some cases) 
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formed by a variable number of elementary filaments (protofilaments) around 1.5-2.0 

nm in diameter, twisted around each other in a rope-like structure [11,12](Fig. 4). 

 

Figure 4 - Close-up view of the structural organization of an amyloid fibril. The four protofilaments are 

wound around each other and their core structure is a row of β-sheets where each strand runs perpendicular to 

the fibril axis. 

The correlation and co-localization of protein aggregates with degenerating tissue and 

disease symptoms is a strong indication of the involvement of amyloid deposition in 

the pathogenesis of PCD [8-10]. Moreover, protein deposits have become a typical 

signature of PCD and their presence is used for definitive diagnosis [13,14].  

Most PCDs have both an inherited and sporadic origin. 

Studies with transgenic animal models have been useful in understanding the 

contribution of the misfolded protein in disease pathogenesis [15-21]. Transgenic mice 

that overexpress high levels of human amyloid precursor protein containing diverse 

mutations progressively develop many of the pathological hallmarks of AD, including 

cerebral amyloid deposits, neuritic dystrophy, astrogliosis, neuronal loss and cognitive 

and behavioral alterations [15,19,22,23]. 

A transgenic mouse model with high rates of expression of human islet amyloid 

polypeptide (IAPP) spontaneously developed diabetes mellitus by 8 weeks of age, 

which was associated with selective β death and impaired insulin secretion [20]. Small 

intra- and extracellular IAPP aggregates were present in islets of transgenic mice 

during the development of diabetes mellitus. 
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ALZHEIMER'S DISEASE (AD) AND Β-AMYLOID 

Alzheimer’s disease (AD) is the most common agerelated neurodegenerative disorder, 

and one of the most devastating diagnoses that patients and their families can receive. 

The clinical symptoms result from the deterioration of selective cognitive domains, 

particularly those related to memory. Memory decline initially manifests as a loss of 

episodic memory. The dysfunction in episodic memory impedes recollection of recent 

events including autobiographical activities.  

In 1907, Alois Alzheimer described two pathological alterations in the brain of a 

female patient suffering from dementia [24]. These two lesions represent the hallmark 

pathognomic features of the disease, and their observation during postmortem 

examination is still required for a diagnosis of AD. Alzheimer described a “peculiar 

substance” occurring as extracellular deposits in specific brain regions, which are now 

referred to as amyloid plaques (Fig. 5 A).  

 

Figure 5 - Amyloid plaques (A), and neurofibrillary tangles (B). 

It was not until the mid-1980s that it was discovered that the plaques consist of 

aggregates of a small peptide called amyloid-β (Aβ) [25,26]. The second lesion 

described by Alzheimer, neurofibrillary tangles (NFTs) (Fig. 5 B), occurs 

intraneuronally. NFTs are aggregates composed by the microtubule-associated protein 

tau that exhibits hyperphosphorylation and oxidative modifications. This protein has a 

fundamental role in the assemblage and activity of the microtubules, stabilizing the 

cytoscheletric structure, and participates in the axonal transport.  

In AD patients, protein tau results to be hyperphosphorylated with consequent 

reduction of its ability to bind the microtubules and therefore it can aggregate and 

precipitate within the cell [27].   

Numerous other structural and functional alterations ensue, including inflammatory 
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responses and oxidative stress [28-31]. The combined consequences of all the 

pathological changes, including the effects of the Aβ and tau pathologies, is severe 

neuronal and synaptic dysfunction and loss; at the time of death, the brain of a patient 

with AD may weigh one-third less than the brain of an age-matched, non-demented 

individual. 

Basic science investigations were identifying microglia (brain-resident macrophage-

typic cells) as proliferative brain cells recruited to AD-associated amyloid-β (Aβ) 

plaques [32,33] (Fig. 6).  

 

Figure 6 - Microglia-mediated neuron damage. Microglia activation has been implicated in the progressive 

nature of Alzheimer's disease. Microglia can become deleteriously activated in response to disease-specific 

stimuli (amyloid-β (Aβ) oligomers, Aβ fibrils, and senile plaques) to produce a catalogue of factors, such as 

reactive oxygen species and cytokines that are toxic to neurons. In addition to disease-specific pro-

inflammatory stimuli, neuronal damage/death can also activate microglia to produce these toxic factors. 

Histological and biochemical analyses have, over the years, convincingly demonstrated 

a myriad of classic immune molecules associated with AD brain parenchyma especially 

in and around AD-defining histological lesions, the senile plaques and neurofibrillary 

tangles. The long and growing list of these molecules include complement components 

[34,35]; inflammatory cytokines, especially interleukin 1 [32,36, 37] and interleukin 6 

[37-41]; macrophage colony-stimulating factor (M-CSF) [42]; transforming growth 

factor-α [43]; C-reactive protein (CRP) and S100β [32,36,41]. In some studies, 

cytokine message has been found increased in AD brain, implying a local source for 

the cytokine [40,41]. 

The inflammatory markers found in late-stage AD brain might represent peripheral 

immune incursions secondary to severe AD pathology and BBB disruption; however, 

current knowledge of glial cell biology and two decades of observational study of AD 

brain belay the need to invoke strong peripheral immune origins for inflammatory 
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markers that are so readily observed in the AD brain. Aside from the fact that microglia 

proliferate endogenously in the brain, and are profligate sources of reactive oxygen 

species (ROS), cytokines, and eicosanoids, it is now clear that astrocytes and neurons 

are quite capable of locally synthesizing inflammatory cytokines and paracrine 

molecules. Astrocytes in particular synthesize high levels of PGE2, leukotrienes, 

cytokines, and chemokines which challenged with ROS, cytokine receptor ligands, or 

certain toxins [44-46]. Thus the brain is quite capable of initiating an innate and 

localized immunological response, such as seems to occur during the course of AD. At 

the same time that glia actively produce inflammatory factors, stressed astroglia suffer 

loss-of-functions of oxidative-sensitive enzyme activities and homeostatic behaviors, 

thus diminishing their ability to protect and nourish neurons, and to scavenge reactive 

paracrine factors [47]. 

Mitogen-activated protein kinase cascades such as the p38 module that largely regulate 

inflammatory gene expression are clearly activated in microglia and neurons in and 

around senile plaques [48]. 

Amyloid plaques may serve as neuroinflammatory foci both passively, by “capture” 

and slow release of lipophilic or amphipathic paracrine molecules, and by more active 

means wherein Aβ activates ambient glial cells. Aβ has been well-documented to 

promote microglial activation through action on scavenger receptors, chemokine 

receptors, receptors for advanced glycation end products (RAGE) and possibly by other 

means [49-51]. Aβ-activated glia can produce ROS/RNS and Aβ itself possesses 

interesting redox properties through its capacity to promote metal-catalyzed redox 

cycling reactions and ROS production in certain circumstances [52].  

Similar to the case for ROS/RNS, NFTs may be viewed as a toxic consequence of 

neuroinflammation as well as a driving force for the process. For instance, Neumann’s 

group has shown that tau accumulates in neurites of cultured neurons upon treatment 

with TNFα or co-culture with activated microglia, a process that seems to involve 

cytokine-stimulated ROS [53]. Recently, the MIF receptor CD74 has also been 

immunohistologically co-localized with NFTs [54], suggesting that tangle-bearing 

neurons might attract and/or capture activated microglia. Dysfunctional cytoskeletal 

tangles would be expected to compromise multiple aspects of neuron function to a 

degree possibly neurotoxic. Debris released during cell death and residual NFT 
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“ghosts” could plausible trigger further immune activation, thus exacerbating 

neuroinflammatory cycles. 

Aβ is produced by endoproteolysis of the parental amyloid precursor protein (APP), 

which is achieved by the sequential cleavage of APP by groups of enzymes or enzyme 

complexes termed α-, β- and γ-secretases (Fig. 7). 

 

Figure 7 - APP proteolysis. 

Three enzymes with α-secretase activity have been identified, all belonging to the 

ADAM family (a disintegrin- and metalloproteinase-family enzyme): ADAM9, 

ADAM10 and ADAM17 (also known as tumour necrosis factor converting enzyme) 

[55]. Several groups identified β-site APP-cleaving enzyme 1 (BACE1), which is a 

type I integral membrane protein belonging to the pepsin family of aspartyl proteases, 

as the β-secretase [56-58]. The γ-secretase has been identified as a complex of enzymes 

composed of presenilin 1 or 2, (PS1 and PS2), nicastrin, anterior pharynx defective and 

presenilin enhancer 2 [59-63].  

The cleavage and processing of APP can be divided into a non-amyloidogenic pathway 

and an amyloidogenic pathway. In the prevalent non-amyloidogenic pathway, APP is 

cleaved by the α-secretase at a position 83 amino acids from the carboxy (C) terminus, 

producing a large amino (N)-terminal ectodomain (sAPPα) which is secreted into the 

extracellular medium [64]. The resulting 83-amino-acid C-terminal fragment (C83) is 
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retained in the membrane and subsequently cleaved by the γ-secretase, producing a 

short fragment termed p3 [65]. Importantly, cleavage by the α-secretase occurs within 

the Aβ region, thereby precluding formation of Aβ. 

The amyloidogenic pathway is an alternative cleavage pathway for APP which leads to 

Aβ generation. The initial proteolysis is mediated by the β-secretase at a position 

located 99 amino acids from the C terminus. This cut results in the release of sAPPβ 

into the extracellular space, and leaves the 99-amino-acid C-terminal stub (known as 

C99) within the membrane, with the newly generated N terminus corresponding to the 

first amino acid of Aβ. Subsequent cleavage of this fragment (between residues 38 and 

43) by the γ-secretase liberates an intact Aβ peptide. Most of the full-length Aβ peptide 

produced is 40 residues in length (Aβ40), whereas a small proportion (approximately 

10%) is the 42 residue variant (Aβ42). The Aβ42 variant is more hydrophobic and 

more prone to fibril formation than Aβ40 [66], and it is this longer form that is also the 

predominant isoform found in cerebral plaques [67]. 

Mutations in three genes - APP, PS1 and PS2 - are known to cause autosomal dominant 

AD, which generally manifests with an early-onset pathogenesis [25]. One 

commonality of the disease-causing mutations in these genes is that they all affect the 

metabolism or stability of Aβ (Fig. 8).  

 

Figure 8 - Effect of mutations in the presenilin-1 and presenilin-2 genes (PSEN1 and PSEN2). 

These genetic mutations have been used to generate transgenic mouse models of the 

disease. One common mutation in APP is known as the Swedish mutation (APPSwe), in 



P a g e  | 13 

 

which a double amino-acid change leads to increased cleavage of APP by the 

β-secretase [69]. Other mutations, such as the Arctic mutation (APPArc), increase the 

aggregation of Aβ, leading to early onset, aggressive forms of the disease [70] (Fig. 9). 

 

Figure 9 - Schematic of the proteolytic events and cleavage products that are generated during the 

processing of APP.  

Mutations in the presenilins, such as the PS1M146V mutation, increase levels of Aβ42 

[71,72], which aggregates more readily than Aβ40. Increased dosage of the APP gene 

also results in AD [73,74]. Similarly, Down syndrome, in which triplication of 

chromosome 21 (on which APP resides) occurs, leads to Aβ accumulation early in life 

[75,76]. 

Careful studies using C-terminal-specific antibodies against Aβ40 and Aβ42 have 

established that most of the intraneuronal Aβ ends at residue 42, and not at residue 40 

[77]. 

The buildup of intracellular Aβ may be an early event in the pathogenesis of AD and 

Down syndrome. In patients with mild cognitive impairment (MCI), intraneuronal Aβ 

immunoreactivity has been reported in brain regions that are more prone to the 

development of early AD pathology, such as the hippocampus and the entorhinal cortex 

[77]. Similarly, it has been shown that the accumulation of intracellular Aβ precedes 

extracellular plaque formation in patients with Down syndrome [75]. These results 

suggest that the accumulation of intraneuronal Aβ is an early event in the progression 

of AD, preceding the formation of extracellular Aβ deposits. Indeed, it has been 
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demonstrated that intraneuronal Aβ levels decrease as extracellular plaques accumulate 

[76]. These conclusions are also consistent with results from transgenic mouse models, 

in which intracellular Aβ accumulation appears as an early event in the progression of 

the neuropathological phenotype, preceding the accumulation of extracellular Aβ 

plaques [78-85]. 

APP localizes to the plasma membrane [86] and has been postulated to have roles in 

cell adhesion [87] and cell movement [88], but APP has also been localized to the 

trans-Golgi network [89], endoplasmic reticulum (ER), and endosomal, lysosomal [86] 

and mitochondrial membranes [90] (Fig. 10).  

 

Figure 10 - Sites of cellular Aβ production. 
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The liberation of Aβ could potentially occur wherever APP and the β- and γ-secretases 

are localized, and it is likely that this occurs in several cellular compartments. Should 

Aβ cleavage occur within the confines of the cell, then that Aβ would be intracellular; 

if liberation of Aβ occurs at the plasma membrane or in the secretory pathway, then it 

would be released into the extracellular fluid. It is likely that both occur, but it seems 

that the vast majority of Aβ is secreted, suggesting that Aβ is predominantly produced 

at the plasma membrane, or as part of the secretory pathway, so that it is rapidly 

expelled from the cell.  

In addition to Aβ being produced intracellularly, it is also possible that previously 

secreted Aβ, which forms the extracellular Aβ pool, could be taken up by cells and 

internalized into intracellular pools. Aβ can bind to various biomolecules, including 

lipids, proteins and proteoglycans. The binding of the various forms of Aβ to the 

plasma membrane has been studied, and a number of putative Aβ transporters have 

been identified [91-94]. Consequently, it is likely that some intracellular Aβ is derived 

from extracellular Aβ pools, and is taken up into the cells through receptors or 

transporters.  

Aβ binds to the α7 nicotinic acetylcholine receptor (α7nAChR) with high affinity [95], 

and it has been shown that this binding results in receptor internalization and 

accumulation of Aβ intracellularly [93]. 

Apolipoprotein E (APOE) receptors, members of the low-density lipoprotein receptor 

(LDLR) family, modulate Aβ production and Aβ cellular uptake68. Another member of 

this family, LRP, binds to Aβ directly, or through ligands such as APOE, and 

undergoes rapid endocytosis, facilitating Aβ cellular uptake [91]. APOE*ε4 is the 

major genetic risk factor for AD, and it is notable that one of its functions appears to be 

to directly mediate the accumulation of intracellular Aβ.  

In addition to LRP and nicotinic receptors, Aβ internalization has been reported 

through the scavenger receptor for advanced glycation end products (RAGE), in 

neurons and microglia [92,96,97]. Binding of Aβ to RAGE in neurons sets off a 

cascade of events that result in oxidative stress and NF-κB activation. This leads to 

increased production of macrophage-colony stimulating factor [98] and an enhanced 

microglial response. In addition to these downstream effects, it has been demonstrated 

that RAGE-Aβ complexes are internalized and that they co-localize with the lysosomal 

pathway in astrocytes in the brain of patients with AD [97]. 
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It is plausible that intracellular Aβ has different roles in different cell types and that 

internalization in glial cells may be part of the regulatory system that seeks to control 

rising extracellular Aβ levels by taking the peptides up and degrading them. In neurons, 

the effects of intracellular Aβ are likely to be different. Neuronal Aβ uptake has also 

been shown to be mediated through NMDA (N-methyl-D-aspartate) receptors [99]. 

Blocking this NMDA receptor-Aβ internalization prevents pathogenicity, including 

increased microglial activation and cathepsin D levels [100]. 

Aβ is produced as a monomer, but readily aggregates to form multimeric complexes. 

These complexes range from low molecular weight dimers and trimers to higher 

molecular weight protofibrils and fibrils (Fig. 11). 

 

Figure 11 - Aβ assembly states. 

The oligomeric species of Aβ have been found to be the most pathological, from 

dimers disrupting learning and memory, synaptic function and long term potentiation 

(LTP) [101,102], to dodecamers affecting cognition and memory in transgenic mouse 

models [103]. 

Supporting a crucial role for the formation of Aβ oligomers intracellularly, it has been 

shown that in tissue derived from human brain, Aβ oligomerization initiates within 

cells rather than in the extracellular space [104]. 

Aβ oligomerization has also been shown to occur during interactions with lipid 

bilayers, in particular cholesterol- and glycosphingolipid-rich microdomains known as 

lipid rafts [105,106]. As biological lipid membranes can modulate both protein folding 

dynamics and rates of protein aggregation, different lipid compositions in different 

subcellular compartment membranes may have a role in Aβ aggregation. 

It may be that the relatively low levels of intracellular Aβ in the brain of patients with 

AD (compared with relatively high extracellular Aβ levels), are vital for the seeding of 
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toxic oligomers that give rise to pathological events and further seed extracellular 

plaque formation - for example, by secreting these oligomeric species into the 

extracellular space. Secreted oligomers may also facilitate other pathological events, 

such as disruption of synaptic transmission [102]. This means that intracellular Aβ 

could be sufficient to initiate and propagate the AD pathology. 

In mouse-AD model, removal of extracellular Aβ plaques is shortly followed by the 

clearance of intraneuronal Aβ [107]. Notably, as the pathology re-emerges, 

intraneuronal Aβ appears first, followed by the extracellular plaques [108]. These 

observations show that clearance of extracellular Aβ also leads to the indirect reduction 

of intraneuronal stores. This finding indicates that extracellular Aβ may originate from 

intraneuronal pools and that a dynamic equilibrium exists between the two pools, such 

that when extracellular pools are removed, intraneuronal pools are sequestered out of 

the cell. 

Amyloid-β (Aβ), produced intracellularly or taken up from extracellular sources, has 

various pathological effects on cell and organelle function (Fig. 12). 

 

Figure 12 - Pathological effects of intraneuronal Aβ. 

Intracellular Aβ can exist as a monomeric form that further aggregates into oligomers, 

and it may be any of these species that mediate pathological events in vivo, particularly 

within a dysfunctional neuron. Evidence suggests that intracellular Aβ may contribute 
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to pathology by facilitating tau hyperphosphorylation, disrupting proteasome and 

mitochondria function, and triggering calcium and synaptic dysfunction. 

A number of factors have been shown to modulate intraneuronal Aβ in animal models 

of AD. One of the most interesting observations is the effect of aging. 

For example, young 3xTg-AD mice accumulate both soluble and oligomeric Aβ within 

neuronal cell bodies, but the intraneuronal pool decreases at ages in which extracellular 

plaques manifest [108]. This finding also parallels studies in human brain tissue, 

including that from patients with AD and Down syndrome [75,76,109]. These studies 

suggest that the brain of patients with early stage AD might have more abundant 

intraneuronal Aβ, which then becomes extracellular as the disease progresses and 

neuronal death and lysis occur. Therefore, AD brains coming to autopsy are usually 

advanced end-stage brains, in which intraneuronal Aβ has relocated to the extracellular 

pool. 

Other environmental and pharmacological factors can modulate the intraneuronal Aβ 

pool [110-113]. 

DIABETES MELLITUS TYPE 2 (T2DM) AND AMYLIN 

Diabetes is a chronic disease that affects millions around the world, and is also the 

leading cause of kidney failure, nontraumatic lower limb amputation, and new cases of 

blindness among adults. Overall, it is the seventh leading cause of death and a major 

cause of heart disease and stroke. 

Diabetes mellitus is often simply considered as diabetes, a syndrome of disordered 

metabolism with abnormally high blood glucose levels (hyperglycemia) [114]. 

The two most common forms of diabetes are type 1 diabetes (diminished production of 

insulin) and type 2 diabetes (impaired response to insulin and β dysfunction) (T2DM). 

Both lead to hyperglycemia, excessive urine production, compensatory thirst, increased 

fluid intake, blurred vision, unexplained weight loss, lethargy, and changes in energy 

metabolism. The distinction between type 1 and type 2 DM was clearly made in 1936 

[115]. T2DM was first described as a component of metabolic syndrome in 1988 [116]. 

Type I diabetes is a rather straightforward condition where the body does not produce 

insulin, and, therefore, it must be supplemented for survival. 

T2DM results from interaction between genetic, environmental and behavioral risk 

factors [117-118]. 



 

People living with T2DM

long‑term complications, which often lead

increased morbidity and mortality is seen in patients with 

commonness of this type of DM, its insidious onset and late

resource-poor developing countries like

The incidence of T2DM

as a result of environmental and lifestyle risk factors

A 2011 Centre for Disease Control and Prevention (CDC) report

affects about 25.8 million people in the US

to 95% of them being T2DM

T2DM is a complex heterogeneous group of metabolic

increased levels of blood glucose

secretion [122] (Fig. 13

Figure 13 - The diagram 

 

T2DM are more vulnerable to various forms of both short

term complications, which often lead to their premature death. This tendency of 

and mortality is seen in patients with T2DM

commonness of this type of DM, its insidious onset and late recognition, especially in 

poor developing countries like Africa [119]. 

T2DM varies substantially from one geographical region to the other

as a result of environmental and lifestyle risk factors [120]. 

2011 Centre for Disease Control and Prevention (CDC) report

affects about 25.8 million people in the US (7.8% of the population) in 2010 with 90

T2DM [121]. 

T2DM is a complex heterogeneous group of metabolic conditions characterized by 

increased levels of blood glucose due to impairment in insulin action and/or insulin 

Fig. 13).  

The diagram describes the damaged metabolic process in T2DM.
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Physiologically, the pancreatic βs constantly synthesize insulin, regardless of blood 

glucose levels (Fig. 14).  

 

Figure 14 - Insulin production in the human pancreas. The human pancreas is located in the abdomen, next 

to the small intestine. βs are found next to blood vessels flowing through the pancreas and they release 

insulin into the blood stream. 

Insulin is stored within vacuoles and released once triggered by an elevation of the 

blood glucose level. Insulin is the principal hormone that regulates uptake of glucose 

from the blood into most cells, including skeletal muscle cells and adipocytes. Insulin 

is also the major signal for conversion of glucose to glycogen for internal storage in 

liver and skeletal muscle cells. A drop in the blood glucose level results in a decrease in 

release of insulin from the βs and an increase in release of glucagon from the αs, which 

stimulates the conversion of glycogen to glucose. Following an overnight fast, glucose 

is largely produced by glycogenolysis and gluconeogenesis. 

T2DM is characterized by insulin insensitivity as a result of insulin resistance, 

declining insulin production, and eventual pancreatic β failure [123,124]. This leads to 

a decrease in glucose transport into the liver, muscle cells, and fat cells. There is an 

increase in the breakdown of fat with hyperglycemia. The involvement of impaired α 

function has recently been recognized in the pathophysiology of T2DM [125]. 

Insulin resistance refers to suppressed or delayed responses to insulin. Insulin 

resistance is generally “post-receptor”, which refers to a problem with the cells that 

respond to insulin rather than a problem with insulin production. Some rare causes of 

diabetes include pregnancy, certain medications, or diseases such as maturity onset 

diabetes in the young (MODY). 

A number of lifestyle factors are known to be important to the development of T2DM. 

These are physical inactivity, sedentary lifestyle, cigarette smoking and generous 



P a g e  | 21 

 

consumption of alcohol [126]. Obesity has been found to contribute to approximately 

55% of cases of type T2DM [127] (Fig. 15). 

 

Figure 15 - Lifestyle factors important to the development of T2DM. 

There is a strong inheritable genetic connection in T2DM, having relatives (especially 

first degree) with type 2 DM increases the risks of developing T2DM substantially. 

Concordance among monozygotic twins is close to 100%, and about 25% of those with 

the disease have a family history of DM [128]. Recently, genes discovered to be 

significantly associated with developing T2DM, include TCF7L2, PPARG, FTO, 

KCNJ11, NOTCH2, WFS1, CDKAL1, IGF2BP2, SLC30A8, JAZF1, and HHEX. 

KCNJ11 (potassium inwardly rectifying channel, subfamily J, member 11), encodes the 

islet ATP-sensitive potassium channel Kir6.2, and TCF7L2 (transcription factor 7-like 

2) regulates proglucagon gene expression and thus the production of glucagonlike 

peptide-1 [129]. Moreover, obesity (which is an independent risk factor for type 2 DM) 

is strongly inherited [130]. Monogenic forms like Maturity-onset diabetes of the young 

(MODY), constitutes up to 5% of cases [131]. There are many medical conditions 

which can potentially give rise to, or exacerbate T2DM. These include obesity, 

hypertension, elevated cholesterol (combined hyperlipidemia), and with the condition 

often termed metabolic syndrome (it is also known as Syndrome X, Reaven's 

syndrome) [132]. Other causes include acromegaly, Cushing's syndrome, 

thyrotoxicosis, pheochromocytoma, chronic pancreatitis, cancer, and drugs [133] 
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Additional factors found to increase the risk of T2DM include aging [134], high-fat 

diets, and a less active lifestyle [135]. 

Amylin, also referred to as islet amyloid polypeptide (IAPP), is composed of 37 amino 

acid residues and contains a disulfide bridge between residues two and seven (Fig. 16). 

 

Figure 16 - Amino acid sequence of Amylin 

with cystine bond at position 2 and 7. The 

disulfide bond must be intact in order for Amylin 

to be biologically active.  

Amylin is expressed on gene 12 by one single gene copy on the short arm of the 

chromosome [136]. Amylin is derived after an 89-amino acid long precursor protein, 

referred to as preProIAPP, which is cleaved at the N-terminal yielding ProIAPP and 

which is subsequently posttranslationally processed by the prohormone convertase 

(PC2) [137]. These processes occur in pancreatic β cells, and, hence, Amylin is 

secreted together with insulin in a 20 to 1 molar ratio of insulin to Amylin [138].  

Initially, it was reported that Amylin works antagonistically to insulin by inhibiting 

glycogenesis and promoting glycolysis [139-142]. However, other studies have 

suggested that Amylin plays a critical role in glucose homeostasis by suppressing the 

release of glucagon from pancreatic α cells and, hence, prevents release of glucose 

from the liver, decreases gastric emptying, and stimulates the satiety center in the brain 

[138,143-146]. 

Since Amylin is coreleased with insulin, consuming an excess amount of carbohydrates 

and fat may lead to an elevated amount of Amylin being secreted that could eventually 

initiate Amylin aggregation, since it was found that a high carbohydrate or high fat diet 

promoted amyloid formation in transgenic mice [147-148]. 

Amylin aggregation has been suggested to occur in a stepwise manner, with soluble 

monomeric Amylin forming oligomeric structures, protofibrils, and eventually amyloid 
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fibrils, some of which are toxic to the pancreatic beta cells [149]. Destruction of the 

pancreatic beta cells results in decreased insulin production and manifests as type II 

diabetes. 

The occurrence of islet amyloid fibril formation is less than 15% in non-diabetic 

patients, but is present in over 90% of diabetic subjects [150]. 

Amyloid is only seen in T2DM, because, in type 1 diabetics, the IAPP source is 

removed due to the destruction of the beta cells.  

Since Amylin aggregation is central to this peptide acquiring cytotoxic properties, 

numerous researchers have over the last two decades either observed or proposed the 

molecular mechanism and region responsible for Amylin aggregation (Table 2), with a 

common feature among all studies being that the aggregates were in a β-sheet 

conformation. 

 

Table 2 - Observed and predicted amyloid forming regions of mylin. 

Although in humans and a few other mammals such as primates [151] and cats [152] it 

might form amyloid deposits, in rats it does not form amyloid fibrils and it is not 

cytotoxic [153-154]. The human (hIAPP) and rat (rIAPP) sequences differ in only six 

out of 37 positions, five of which are located between residues 20-29. rIAPP contains 

three proline residues in this region at positions 25, 28 and 29, whereas the human 

sequence has none. Additional differences include the replacement of His18, Phe23 and 

Ile26 of the human sequence with Arg, Leu and Val, respectively, in rIAPP. 

Amyloidogenic hIAPP has been shown to be more toxic to cells than non-

amyloidogenic rat IAPP [155]. 
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The first study on the amyloidogenic region of Amylin was performed by Westermark 

et al. and based on the nonamyloidogenic nature of Amylin from different species and 

experimental data using synthetic peptides proposed that the 25-29 region is the 

shortest amyloidogenic region of Amylin [156]. With the exception of the 1-7 region of 

Amylin, the entire length of this peptide has at some stage been shown to have 

amyloidogenic properties (Table 2). Of note, it was found that the 22-27 region coiled 

around each other into typical amyloid fibrils [157] and also increased fibril formation 

[158]. In addition, the 11-20 region was found to bind to Amylin with the highest 

affinity when compared to peptides that were homologous to other regions of Amylin 

and that the 14-18 region is the core recognition site for Amylin binding [38]. 

The observation that His18 protonation might modulate aggregation of full-length 

hIAPP it was noteworthy [159] and is consistent with a described model of hIAPP 

fibrils,  in which individual peptides form a planar S-shaped structure, involving 

residues 9-37, that is characterised by the presence of three b strands with His18 

located in the turn between strands 1 and 2 [160]. The supposedly parallel in-register 

stacking of these basic building blocks would bring His18 close in space in 

neighbouring peptides. Such a structure would likely be strongly destabilized by 

electrostatic repulsion upon protonation of His18. 

One of the earliest models for β-sheet formation was proposed by Jaikaran et al. (Fig. 

16 A) [161].  

 

Figure 16 - Schematic representation of the β-sheet and β-turn regions of Amylin as predicted 

by (A) Jaikaran et al., (B) Kajava et al., and (C) Luca et al. [161-163]. 
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According to this model, a β-turn is predicted at residues 31 thereby allowing the      

24-29 and 32-37 regions to form an antiparallel β-sheet and at residue 20 which would 

allow the 18-23 region to extend the β-sheet [39]. This model also proposes that 

hydrophobic interactions are responsible for initiating the aggregation process and that 

hydrogen bonds stabilize the β-sheet structure [39]. A later study proposed that the    

12-17, 22-27, and 31-37 regions form antiparallel β-sheets with the 18-21 and 28-30 

regions forming the β-turns (Fig. 16 B) [162].  

In addition, it was also suggested that the hydrophobic side chains in the 15-17 and 32 

region interact with that of the 23-27 region whilst there is interstrand hydrophilic 

association between the 28-31 regions of Amylin strands (Fig. 16 C) [163]. It is 

noteworthy that there is considerable overlap between the β-sheet forming regions 

proposed by all three model-predicting studies. In addition, the predicted β-sheet 

forming regions contain the proposed nucleation sites for aggregation [164] as well as 

aromatic amino acids which have been reported to play a significant role in amyloid 

formation due to interactions between the planar aromatic structures which are also 

referred to as �-� interactions [165]. Taking all models into consideration, a proposed 

model of the β-sheet and β-turn regions of Amylin is illustrated in Figure 17.  

 

Figure 17 - Data integration for a comprehensive 

understanding of previous predictions. 
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This model proposes that the 12-17, 23-27, and 32-37 regionsmake up the β-sheet 

structure with regions 20-21 being constituents of the β-turn region. Residues 18, 19, 

22, and 28-31 could either participate in forming the β-sheet or β-turn. 

Thus, soluble monomeric Amylin can associate into soluble β-sheet oligomeric state 

[166] which further progresses to protofibrils and insoluble amyloid fibrils [167]. 

According to Kodali and Wetzel, the oligomer which is formed prior to the protofibril 

is defined as being a “metastable multimer in an amyloid formation reaction” [149]. 

These soluble intermediates were reported to have diameters between 2.7 and 4 nm, 

whilst protofibrils have a width of 5 nm and are “non-spherical filamentous structures 

lacking a periodic substructure that are often found at intermediate times during the 

formation of mature fibrils”, and amyloid fibrils, are “relatively straight, unbranched 

protein fibrils, with diameters in the 10 nm range, and often (but not always) consist 

of multiple protofilaments twisted around the fibril axis” (Fig.18) [159,168].  

 

Figure 18 - Schematic process of Amylin forming nanoparticulate fibrils. 
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Analysis of amyloid fibrils has revealed that individual β-strands are orientated 

perpendicular to the long fiber axis and thus form β-sheets [169-172]. Research studies 

by Goldsbury et al. revealed that Amylin fibrils grow at both ends at a rate of 

approximately 1.1 nm per minute and that the width of fibrils ranged between 6 and 8 

nm [168].  

Previously there was general acceptance that the fibrillar form of Amylin is the toxic 

species [173-181]; however, the more recent consensus is that the soluble oligomeric 

structures exert the toxic effect [182-188]. Two noteworthy experiments for the latter 

hypothesis were conducted in 2006 and 2010 [188-189]. Meier et al. evaluated 

rifampicin as a potential inhibitor of type II diabetes and found that although it did 

prevent fibril formation, and toxicity of Amylin was still present, thus concluding that 

the soluble oligomers are the toxic species [189]. The second study showed that the 

fibrillar species of Amylin was positively correlated with longevity of transgenic mice, 

once again suggesting that the prefibrillar or oligomeric form is toxic [188]. Although 

there is currently a general consensus that the oligomeric form of Amylin is the toxic 

species, there are numerous theories regarding its mechanism of cytotoxicity. 

The first mechanism of toxicity postulated is membrane disruption and subsequent 

disturbance of intracellular homeostasis. It was initially reported by Westermark et al. 

that Amylin disrupts cell membranes thereby causing cell death [156]. Thereafter, 

Lorenzo et al. exposed islet cells sandwiched between coverslips as well as unprotected 

cells to human Amylin aggregates and found using Nomarsky microscopy that Amylin 

interaction with cell membranes was crucial for toxicity [190]. Subsequent studies 

supported this theory by demonstrating that Amylin aggregates formed pores or 

channels in lipid bilayers [174,183,184,191]. Planar phospholipid bilayer membranes 

were used to demonstrate that nonselective ion voltage-dependent channels were 

formed in the presence of Amylin [174]. This will promote the influx of Ca2+ and Na+ 

and K+ efflux and thereby disrupt ionic homeostasis [174]. Kayed et al. also employed 

lipid bilayers and showed that there was increased conductance in the presence of 

Amylin oligomers and fibrils [184]. In addition, intracellular calcium levels were found 

to be elevated after exposure to Amylin, and it is noteworthy that destabilization of 

intracellular Ca2+ homeostasis was a mechanism used by other amyloidogenic peptides 

to induce toxicity [173,192]. 
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Subsequent studies also demonstrated that fibril formation was increased in the 

presence of anionic lipid membranes [171,193], and it was suggested that electrostatic 

interactions between Amylin and the negatively charged lipids on membranes are 

responsible for Amylin association with the cell membrane [194]. In addition, Amylin 

was found to insert into membranes and incorporate membrane lipids into the growing 

amyloid fibril, thereby causing membrane disruption [194-197]. It seems that 

membrane disruption could be a leading cause of Amylin-mediated toxicity. 

The second proposed mechanism of Amylin-mediated toxicity is generation of reactive 

oxygen species (ROS) such as hydrogen peroxide (H2O2),which results in cell death 

[173]. It was also shown that generation of ROS was a mechanism used by other 

amyloidogenic peptides for toxicity [173]. At the same time, Schubert et al. detected 

peroxides using 2’,7’-dichlorofluorescein diacetate, and they also demonstrated that 

Amylin increased the accumulation of H2O2 in B12 cells [198]. 

The third hypothesis of Amylin-mediated toxicity is apoptosis. Lorenzo et al. showed 

that aurintricarboxylic acid, an endonuclease inhibitor that stops apoptosis, is able to 

reduce Amylin-mediated toxicity of islet cells [190]. 

Amylin increased expression of the p21 and p53 tumor suppressor genes, both of which 

encode for proteins that arrest cell proliferation, leading to apoptosis (Fig. 19) [199]. 

 

Figure 19 - The proposed roles of the c-Jun, Fas, and p53 proteins in apoptosis induced by 

human Amylin in pancreatic betas. 
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The theory that apoptosis is the mechanism by which Amylin causes cell death was 

further supported by the finding that Amylin increases the expression of c-Jun, a gene 

that is involved in the apoptotic pathway (Fig. 19), in RINm5F and the human 

insulinoma cell line (CM) [200]. Huang et al. later showed that Amylin could trigger 

endoplasmic reticulum stress-induced apoptosis [201]. In the presence of Amylin, 

levels of Fas/Fas ligand (FasL) and Fas-associated death domain (FADD), both of 

which are involved in apoptosis, were elevated (Figure 4) [202]. More recently, it was 

concluded that Amylin oligomers induced elevated cytosolic levels of Ca2+ in the rat 

insulinoma cell line INS 832/13 that resulted in hyperactivation of the protease calpain-

2, leading to apoptosis [203]. 

The previously mentioned mechanisms could possibly work together to eventually 

result in cell death. 

Gurlo et al. performed in vivo experiments with an oligomer-specific antibody and 

cryoimmunogold labeling and showed that the toxic oligomer is present in the 

secretory pathway and is able to disrupt membranes herein as well asmitochondrial 

membranes [204]. These events result in cellular dysfunction and apoptosis [204]. Lim 

et al. further supported the hypothesis that the mechanism of Amylin toxicity is 

membrane disruption by showing that mitochondrial proteins were deregulated when 

SH-SY5Y neuroblastoma cells were exposed to Amylin [205]. 

To circumvent the toxic effect of Amylin-generated ROS, a number of quinone 

derivatives that were known to scavenge free radicals were evaluated [175]. However, 

it was found that only rifampicin and its analogues p-benzoquinone and hydroquinone 

inhibited the toxic effect of Amylin whereas other antioxidants with scavenging ability 

did not exhibit any inhibitory effect on Amylin toxicity [175]. This study was the first 

to observe that an inhibitor (rifampicin) could bind to Amylin aggregates and prevent 

its attachment to the cell surface [175]. 

It was proposed that resveratrol reduces fibrillogenesis by preventing lateral growth of 

the Amylin β-sheet [206]. A recent review indicated that even though resveratrol could 

have an impact on diabetes by a multitude of mechanisms as evidence by in vitro 

testing, few clinical human trials have been conducted possibly due to its poor 

bioavailability [207]. 
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Since analysis of the rat Amylin sequence implied that the unique presence of proline 

residues could be responsible for the lack of amyloid formation in rodents, the design 

of an inhibitor containing a proline substitution was encouraged. With this in mind, 

Abedini et al. synthesized full length Amylin but substituted the serine at position 26 

with proline and found that this modified peptide could bind to Amylin and prevented 

fibril formation [208]. A possible explanation for this observation is that proline is 

known to induce β-turns in peptides [209]. Fibril growth requires β-sheet conformation 

of incoming Amylin chains, and a modified bent peptide binding to Amylin will 

therefore disrupt the free stacking of β-sheet Amylin molecules [216-217]. Although 

this modified form of Amylin inhibited Amylin-mediated cytotoxicity, another Amylin 

derivative that contains three substitutions with proline at residues 25, 28, and 29 was 

already undergoing clinical trials [210-215,218-223]. 

There are many different factors that allow the assumption to be made that the fibrillar 

transformation of the 37 amino acid residue, Amylin, into a mature amyloid fibril, 

which occurs in a process producing many oligomeric intermediates, can be linked at 

the biochemical level as part of the cause of β death that can lead to T2DM. Proof of 

such a statement has been shown through amyloid formation in transplanted pancreatic 

islet cells. Experimental islet cell transplantation was done, in which human islet cells, 

once they became available, were made diabetic by injection and were then used in 

studies testing the effects of hyperglycemia on human beta cell function.  

With the human islets it was found that the alpha cells remained intact, while the beta 

cells decreased in number and amyloid fibrils were found densely packed 

intracellularly with their plasma IAPP levels being increased more than five times that 

of the baseline value. This data in human islets differed from rat islets, which showed 

only very sparse amyloid fibrillar formation, but that was to be expected due to the 

differences in the Amylin sequence that prevent fibril formation in the rodent IAPP 

amino acid sequence. The results of such studies of transplanting the pancreatic islet 

cells proved a firm connection between amyloid fibrils and the destruction of beta cells 

that can lead to type 2 diabetes. 

T2DM is characterized by a slowly progressive degeneration of islet βs, resulting in a 

fall of insulin secretion and decreased insulin action on peripheral tissues [224]. This 

same study demonstrates the deposition of amyloid material as a major pathological 

factor in T2DM. The facts indicate that amyloid deposits are seen in over 95% of type 
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2 diabetics and that the severity of the disease positively correlates with the extent of 

islet amyloid deposits. 

In a healthy individual, amyloid is not observed, in part because the fibril formation is 

typically inhibited by insulin. Insulin should be produced in 50-100 molar excess of 

IAPP, and this is a sufficientamount for it to suppress amyloid formation in healthy 

individuals [225]. 

Copper-mediated oxidation (and H2O2 generation) could be an important step in the 

processes leading to islet β degeneration and progression of T2DM [226]. 

CONNECTION BETWEEN Aβ AND AMYLIN  

A rapidly ageing population and the modern sedentary lifestyle, combined with 

changes in diet, have to be blamed for the fact that both T2DM and AD are reaching 

epidemic proportions. World-wide numbers of patients with diabetes are projected to 

rise from ∼171 million at the turn of this century to 366 million by 2030 [227]. For 

comparison, more than 26 million people are currently living with AD, a number that 

will quadruple to more than 106 million by 2050 unless strategies are put into place 

that slow down, cure or even prevent dementia altogether. Of all dementing disorders, 

AD is the most common form, comprising 50-70% of all cases [228].  

In the AD brain, there are two key molecules that undergo a change in tertiary structure 

followed by self-association and deposition, the amyloid-β (Aβ) peptide and tau, 

amicrotubule-associated protein [229]. 

T2DM progression correlates well with Amylin deposition. Interestingly, Amylin, 

forms aggregates already in the pre-diabetic stage. In doing so it undergoes a change in 

tertiary structure, similar to what is known for a β and tau in AD, and the peptide is 

finally deposited in βs, becoming a characteristic histopathological hallmark lesion of 

T2DM [230-231]. 

Both T2DM and AD are characterized by insoluble protein aggregates with a fibrillar 

conformation. Amylin aggregation is associated with pancreatic β loss (although 

T2DM is believed to arise from insulin resistance in target organs),whereas Aβ and 

tangle formation is associated with neuronal cell loss. β loss leads to diabetes, nerve 

cell loss to dementia. Therefore, T2DM and AD are both conformational diseases. 

Human Amylin shares many biophysical and physiological properties with Aβ. The 

two molecules are similar in size but have little similarities in their primary sequence 
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(Fig. 20). However, different from rat Amylin, they fold into similar secondary 

structures. 

 

Figure 20 - Alignment of the sequences of human (hA) and rat Amylin (rA) and comparison to 

Aβ42. Shading shows similarities in the rat and human Amylin sequences while important 

similarities between hA and Aβ42 are shown in red. 

In amyloidoses, the proteins in question are subjected to posttranslational 

modifications. Of the non-enzymatic posttranslational modifications, deamidation of 

asparagines and glutamine is the most common. Deamidation can influence the 

structure, stability, folding, and aggregation of proteins and has been proposed to play a 

role in amyloid formation inAD [232]. While the role deamidation has in AD in 

forming amyloid plaques is not fully understood, one hypothesis is that in the turn 

region of Aβ, the Asp23Asn mutation and subsequent deamidation to isoAsp23 might 

cause a structural change that subsequently initiates folding of Aβ into β-sheets [233]. 

By examining the effects of deamidation on the kinetics of amyloid formation by 

Amylin it was found that deamidation accelerates amyloid formation and that the 

deamidated material can seed amyloid formation of unmodified Amylin [234]. This is 

highly reminiscent of what has been reported for fibrillar tau that was found to recruit 

“normal” tau into aggregates [235], and interestingly, tau is also a deamidated protein 

[236].  

For the two amyloidogenic molecules Amylin and Aβ, shared and separate modes of 

toxicity have been revealed, that are in part receptor-mediated, with the receptors, at 

least to some degree, being shared between the two molecules [229]. One of these 

receptors is the Amylin receptor that exists as a dimerized form of the calcitonin 

receptor (CTR) complexed with the Receptor activity modifying protein 3 (RAMP3), 

all of which are highly expressed in brain [237,238]. This trimeric constellation 

generates a receptor that binds Amylin with a significantly higher affinity than, for 

example, Calcitonin gene related peptide (CGRP) or adrenomedullin [239]. Aβ toxicity 

in rat cholinergic basal forebrain neurons can be blocked by the Amylin receptor 

antagonist AC187 [240]. Another receptor that is shared between Aβ and Amylin is 

APP, and both molecules induce APP expression in neuronal and astrocyte cultures 

[241]. The neurotoxicity of the two molecules is furthermore mediated by specific 
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integrin signaling pathways, and both can be inhibited with integrin-specific antibodies 

and cytochalasin D [242]. 

Human Amylin and Aβ deregulate identical mitochondrial proteins supporting the 

notion that both amyloidoses have common targets [243]. The human Amylin receptor 

mediates the biological effects of Aβ as shown by the team of Jhamandas et al. (2011), 

and in Aβ-forming transgenic mice, the receptor is up-regulated in brain regions with 

an elevated amyloid load [244]. Patch clamping of human foetal neurons showed that 

the electrophysiological effects of Aβ could be blocked with yet another Amylin 

receptora ntagonist, the highly selective 24 amino acid-long AC253 [244]. AC253 

attenuated Aβ-mediated caspase-dependent and -independent apoptotic cell death in 

human foetal neurons (Fig. 21).  

 

Figure 21 - hA and Aβ42 both bind to the Amylin receptor 

that is composed of two molecules of CTR and one 

molecule of RAMP3. The small hA-derived peptide AC253 

abrogates toxicity of both hA and Aβ42 mediated via the 

Amylin receptor. 
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In Aβ-forming mice, both Amylin receptor subunits were found up-regulated in brain 

areas with a high amyloid burden, suggesting that the latter may be a signal for 

up-regulation. 

Recent binding data indicate that Amylin has a high affinity  for the AMY3 isoform of 

Amylin receptors [245]. However, the precise intracellular signal transduction 

pathways following AMY3 activation are not fully understood, and it is not known 

whether Aβ directly activates AMY3. Amylin receptors are heterodimerized by CTR 

and one of three RAMPs, thus generating multiple Amylin receptor subtypes, AMY1-3 

(Fig. 22) [246]. 

 

Figure 22 - AMY receptor structure. 

The importance of receptor splice variation in AMY physiology remains to be 

elucidated. These Amylin receptor subtypes are pharmacologically distinct and 

demonstrate different binding affinities to members of the calcitonin peptide family. 

Using HEK293 cells that stably express the Amylin receptor, both Aβ and human 

Amylin were found to induce cell death at low micromolar concentrations.  hAmylin 

and Aβ1-42 induced cell death is dependent on AMY3 expression. In cells expressing 

other Amylin receptor subtypes (AMY1 or AMY2) or single components of AMY3 

(CTR or RAMP3), hAmylin, and Aβ1-42 did not induce significant cell death. In the 

presence of human Amylin, however, the effect of Aβ42 was occluded, suggesting a 

shared mechanism of action between the two peptides. Moreover, the Amylin receptor 

antagonist AC253 blocked toxic responses including cell death, in response to an 

activation of the Amylin receptor by either human Amylin itself, Aβ42, or up on their 

co-application. This suggests that the Amylin receptor may represent a novel 

therapeutic target for the development of compounds in the treatment of 

neurodegenerative conditions such as AD. 

Aβ1-42 directly activates AMY3 and triggers several intracellular signaling pathways, 

including cytosolic cAMP and Ca2+ rises. AMY3 likely regulates cellular functions by 

changing activity of PKA, ERK1/2, and Akt. The sustained activation of AMY3 
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triggers phosphorylation of ERK1/2 resulting in cell death. Putative uncontrolled 

elevations of cytosolic Ca2+ as a result of prolonged AMY3 activation may also perturb 

homeostasis of the endoplasmic reticulum, produce mitochondrial dysregulation and 

engagement of caspases that contribute to apoptosis [247]. 

The possible pathophysiological mechanisms whereby Aβ1-42 activates AMY3 and 

triggers multiple signaling pathways are illustrated in Fig. 23. 

 

Figure 23 - Aβ1-42-activated cellular signaling pathways and AMY3 role in AD. 

AMY3 is a multimeric complex formed by CTR and RAMP3. Direct activation of 

AMY3 with hAmylin and Aβ1-42 results in Gαs-mediated adenylate cyclase (AC) 

stimulation, with subsequent increase in cellular cAMP, stimulation of PKA R2, 

downstream activation of ERK1/2, and an increase transcription factor cFos expression. 

The observed cytosolic Ca
2+

 rise could be due to Gαq activation. Akt is also activated 

followed cAMP and PKA activation. The cytosolic Ca
2+

 changes could also contribute 

to Akt activation. Long term AMY3activation could trigger an ERK1/2 pathway that 

may cause Ca
2+

 imbalance and perturb homeostasis of the endoplasmic reticulum (ER), 

leading to cell death. MI, mitochondria. 



P a g e  | 36 

 

Compelling evidence indicates that excess consumption of sugar- sweetened beverages 

and high fat diets play an important role in the epidemic of obesity, a major risk factor 

for T2DM, a disease that has been associated with a higher incidence of AD. When Aβ 

plaque-forming transgenic APP/PS1 mice were fed with 10% sucrose-sweetened water, 

compared with control mice fed with no sucrose added to the water, the sucrose group 

gained more body weight and developed glucose intolerance, hyperinsulinemia, and 

hypercholesterolemia. These metabolic changes were associated with an exacerbation 

of the memory impairment that characterizes the Aβ-plaque-forming model, and an up 

to 3-fold increase in insoluble Aβ levels and its deposition in the brain. Interestingly, 

steady-state levels of Insulin Degradating Enzyme (IDE) did not change, but there was 

a 2.5-fold increase in brain apolipoprotein E levels, a molecule with a central role in 

sporadic AD [248]. In a complementary study, diabetic BBZDR/Wor rats (T2DM 

model) were assessed for characteristic AD changes in their frontal cortices. While 

neuronal loss was also found in a model of T1DM (BB/Worrats), this loss was 

associated with a 9-fold increase of dystrophic neuritis in the T2DM model. In 

addition, different from the T1DM model, protein levels of APP, β-secretase and Aβ 

were all increased in the T2DM rats, as were levels of hyperphosphorylated forms of 

tau. Collectively, the data show that accumulation of Aβ and hyperphosphorylated tau 

occurs in experimental diabetes. Interestingly, the changes were more severe in the 

T2DM model and appeared to be associated with insulin resistance and possibly, 

hypercholesterolemia [249]. 

Levels of Aβ and Amylin are determined by the net effect of (1) their production, and 

(2) their degradation and clearance. Aβ-degrading peptidases in vivo are neprilysin 

(NEP) and IDE. For IDE, additional substrates were identified, such as Amylin or 

insulin [250]. Enhanced IDE activity correlates well with decreased Aβ levels in brains 

of IDE/APP double transgenic mice [251], and IDE shows a decreased degrading 

activity of Aβ in AD compared to control brains [251]. In vivo, IDE substrates compete 

with each other, and this imbalance may contribute to the pathogenesis of AD and 

T2DM [250]. Interestingly, mutations in IDE cause human T2DM-like symptoms 

[252]. 

Similar to Aβ, Amylin can induce apoptotic cell-death [253].  It was found that in 20 

DIV (days in vitro) hippocampal cultures, non- aged Aβ42 was able to illicit toxicity at 

5µM, and this effect was enhanced by aging of Aβ42, whereas aged preparations of 
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Aβ42 were already significantly toxic at 0.5µM, compared to the PBS control [254]. It 

was observed a similar dose-dependency in the human Amylin-treated cells, revealing 

enhanced neurotoxicity of aged compared to non-aged human Amylin preparation. 

Different from human Amylin and Aβ42, rat Amylin was no toxic to hippocampal 

neurons at either concentration tested. This suggestes that a specific receptor-peptide 

interaction may be involved in neurotoxicity. These data are consistent with studies in 

HeLaand βs in which human, but not non-amyloidogenic mouse Amylin induced an 

aggregation state-dependent apoptosis [255]. When cortical neurons were exposed to 

either Aβ42 or human Amylin, it was found that, different from hippocampal cultures, 

these were generally less susceptible. Similar to Aβ42, aging of human Amylin 

enhanced its neurotoxic properties to a degree similar to what was found for 

hippocampal cultures. Together, this suggests that hippocampal neurons are more 

susceptible to the neurotoxic effects of both human Amylin and Aβ42, indicating 

selective vulnerability. It was also found that rat Amylin, which does not form fibrils, 

while not being toxic to hippocampal neurons, surprisingly, it was to cortical neurons 

[254].  

While it is still not fully clear to which cellular components Aβ binds in order to exert 

its toxicity it appears unlikely that there are just one or two cognate receptors, or that 

there are only one or two assembly forms of the peptide that can induce neuronal 

dysfunction; infact, Aβ is likely to bind to different components of neuronal and non-

neuronal plasma membranes and there by induces complex patterns of synaptic 

dysfunction and network disorganization [256]. As far as Amylin is concerned,this 

molecule bind store ceptors (such as the Amylin receptor) but at the same tim ,it was 

found that the β- aggregates of Amylin can also bind directly on the surface of lipid 

bilayers, without penetrating into the bilayer structure [257]. 

At a proteomic level, T2DM and AD share a remarkably similar profile. This is 

impressively illustrated by ananalysis of pancreatic islets that identified several novel 

proteins that are also associated with AD pathogenesis [258]. Interestingly, in a 

proteomic study using Aβ-injected tau transgenic pR5 brains, it was identified a 

significant subset of “islet” proteins to be deregulated upon Aβ injection, such as 

GRP78, valosin-containing protein, calreticulin, the HSP family or peroxiredoxin 

[259]. Similarly, in the insoluble “formic acid” fraction of Aβ-treated P301L tau-

transfected cells, it was identified Insulin-like growth factor binding protein 2 precursor 
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(IGFBP-2) as being up-regulated, again pointing at similarities between DM and AD. 

Together this implies that similar proteins and pathways are activated by Amylin and 

Aβ, respectively, in either pancreatic islets (T2DM) or neurons(AD). 

CONDITIONED MEDIUM AND CELLULAR COMMUNICATION 

Conditioned medium, occasionally referred to also as CFCS (cell-free culture 

supernatant), is spent media harvested from cultured cells. The medium is obtained by 

sterile filtration of used culture media and is added to fresh culture media for up to one 

third of the final volume. It contains metabolites, growth factors, and extracellular 

matrix proteins secreted into the medium by the cultured cells. Examples of each might 

include: metabolites such as glucose, amino acids, and nucleosides; growth factors such 

as interleukins, EGF (epidermal growth factor), and PDGF (platelet-derived growth 

factor); and matrix proteins such as collagen, fibronectin, and various proteoglycans 

[260].  

Conditioned media are often used for the cultivation of particularly fastidious cells and 

cell lines because they contain many mediator substances that were secreted by the 

cells cultivated in this medium. These mediator substances contain growth factors and 

cytokines and may promote the growth of new cells and may help them to “take”. It 

may make a great difference if conditioned media are obtained from short-term or long-

term cultures of cells, both of which may contain entirely different secreted factors. 

Biological activities found in conditioned media obtained from cultures of different cell 

lines have been the first indication of the existence of soluble mediators now known 

under the collective term of cytokines. The analysis of the effects of conditioned media 

on different cell types and the biochemical analysis of the constituents responsible for a 

particular biological activity is still one of a number of ways pursued to detect novel 

secreted growth factors. 

Astrocytes are the main producers of NGF in the central nervous system (CNS) [261], 

and thereby participate in the regulation of various neuronal activities. It has been 

proved that the medium conditioned by astrocytes protects neurons from death induced 

by ethanol [262], and increases neuronal survival in a model of ischemia in vitro 

[263,264]. It also reduces NO levels and the lactate dehydrogenase released, stabilizes 

the cell membrane, promotes cellular energy metabolism, and electrolyte balance [265]. 

Even for the normal functioning of the retina it is necessary that the retinal pigment 
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epithelium (RPE) contributes through the production of trophic and growth factors 

[266]. The secreted substances participate in the regulation of  angiogenesis (VEGF 

and PEDF) [267,268], apoptosis (bFGF), cell differentiation (PDGF) [269], and act as 

trophic support to the photoreceptor cells (PEDF, BDNF, NT-3) [270]. 

The medium conditioned by endothelial cells contains a combination of factors (VEGF, 

bFGF, IGF and EGF) that promote the in vitro differentiation of stem cells in 

hematopoietic and endothelial cells [271]. 

Over the last number of years, many research groups have analysed conditioned media 

under well-defined experimental conditions to aid in their biomarker discovery 

investigations. Proteins released into conditioned media by cultured cells are a rich 

source of material for biomarker discovery experiments [272]. Certain proteins secreted 

from cells that enter the circulatory system can be exploited as molecules for screening 

for the presence of disease or monitoring therapeutic effectiveness. This technique 

provides a useful and less invasive alternative to direct clinical specimen analysis for 

the discovery of novel biomarkers. By using a cell culture model system in which the 

cells were grown in serum-free media, the identification of candidate biomarkers 

through the use of proteomic analysis is enhanced due to a lower dynamic range, 

spanning five or six orders of magnitude [273] and a smaller diversity of proteins. 

Large data sets of secreted or shed proteins have emerged as candidate biomarkers 

from studies of cell populations, and many of these have been initially validated in 

clinical samples achieving high levels of sensitivity and specificity [274-277]. 

Proteins identified in media conditioned by cell lines will exit the cells through a 

number of different pathways. During the classical secretory pathway, proteins 

containing an ER (endoplasmic reticulum) signal sequence, generally at the 

N-terminus, are secreted in an ER/Golgidependent manner [278]. During secretion 

through the non-classical pathway, no signal sequences are present and proteins are 

released by a variety of mechanisms, including shedding of plasma membrane 

microvesicles, direct efflux through plasma membrane transporters and exocytosis of 

secretory lysosomes/exosomes [279]. Exosomes are small (40-90 nm) membrane 

vesicles of endocytic origins that harbour components of the secretome including 

membrane and cytoplasmic proteins [280].  
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It is also likely that alternative pathways or mechanisms are present for proteins to exit 

cells that have yet to be discovered. (Fig. 24). 

 
Figure 24 - Analysis of conditioned media from colon cancer cell 

lines.    In-solution digestion and MS analysis of conditioned media 

from four colon cell lines – HCT116, HT-29, SW480 and WiDr 

demonstrated that 92 proteins were common to all four. Further analysis 

of these 92 proteins showed that 18 of them had a signalling peptide for 

processing through the classical secretory pathway. As shown in the pie 

chart, the majority of common proteins exited the cells by alternative 

pathways. 

Analysis of conditioned media has many advantages over direct analysis of clinical 

specimens. These advantages include the non-invasive method of sample collection and 

the fact that a large number of cell lines representing various stages/histotypes are 

readily available [281]. 

NITRIC OXIDE 

Since the discovery in 1986 that nitric oxide (NO) is the endothelium-derived relaxing 

factor, this molecule has been shown to have numerous other physiological functions, 

including platelet aggregation, bronchodilation, neurotransmission, and antimicrobial 

activity [282-285] Although NO is often described as highly toxic and reactive, it is 

not. Inhaling low concentrations of gaseous NO is approved by the Food and Drug 

Administration for the treatment of persistent pulmonary hypertension of the newborn 

[286-292]. In addition, NO can be produced for 80 years by neurons in human brain 

without overt toxicity. Neither superoxide nor NO is particularly toxic in vivo because 

there are efficient means to minimize their accumulation [293,294]. Superoxide is 

rapidly removed by high concentrations of scavenging enzymes called superoxide 
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dismutases (SOD) with distinct isoenzymes located in the mitochondria, cytoplasm, 

and extracellular compartments. 

NO is rapidly removed by its rapid diffusion through tissues into red blood cell 

[295,296], where it is rapidly converted to nitrate by reaction with oxyhemoglobin 

(Fig. 25). 

 
Figure 25 - Cellular diffusion of superoxide, peroxynitrite, and hydroxyl 

radical. These circles indicate the extent to where the concentration of each species 

from a point source would decrease by 50%. The diffusion of peroxynitrites 

accounts for its rapid reaction with carbon dioxide and with intracellular thiols. The 

diffusion distance for nitric oxide is calculated based on its half-life of 1 s in vivo, 

which results mostly from its diffusion into red blood cells.  

NO is produced by a group of enzymes known as nitric oxide synthases, which 

generate NO through the conversion of L-arginine to L-citrulline (Fig. 26).  

 
Figure 26 - Production of nitric oxide. NADPH, 

nicotinamide adenine dinucleotide phosphate; NO, nitric 

oxide; NOS, nitric oxide synthase. 
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Mammalian cells are endowed with three genes encoding distinct isoforms of NOS – 

NOS1, NOS2, and NOS3 – with 51-57% homology between isoforms and different 

localizations, regulation, catalytic properties, and inhibitor sensitivity (Fig. 27).  

 
Figure 27 - Domain structure of NO synthases and amino acid sequence alignments of the N-terminal 

region of iNOS proteins. The EKDINNNVXK sequence is conserved in iNOS (NOS2) but is not present in 

either eNOS (NOS3) or nNOS (NOS1). The sequence of the mouse iNOS N-terminal peptide used in ITC 

and NMR experiments (iNOS19–31) is indicated. The amino acid numbering refers to the mouse protein 

(Swiss-Prot ID P29477). Outlining indicates regions of conserved amino acid sequence. Red lettering 

indicates amino acid similarity, and red shading indicates amino acid identity. 

NOS1, also known as nNOS (isoform first purified and cloned from neuronal tissue), 

and NOS3 or eNOS (isoform first found in endothelial cells) are also termed as 

constitutive since they are expressed continuously in neurons and endothelial cells, 

respectively. They are also dependent on a rise in tissue calcium concentration for 

activity and therefore produce low, transient concentrations of NO. In contrast, NOS2 

is an inducible, calcium-independent isoform, also called iNOS. Unlike NOS1 and 

NOS3, induction of NOS2 results in continuous production of NO [297]. It is inducible 

by immunological stimuli in virtually all nucleated mammalian cells. Once induced, the 

enzyme continues to produce much higher NO concentrations for many hours or even 

days. An important regulator of NOS2 is the tumor suppressor gene p53 which senses 

raised cellular NO and inhibits NOS2 by a negative feedback loop [298].  

Under normal physiological conditions, cells produce small but significant amounts of 

NO which contribute to regulation of anti-inflammatory effects and its antioxidant 

properties [299,230]. However, in tissues with a high-output of NO, iNOS is 

upregulated and effects such as nitration (addition of NO2), nitrosation (addition of 

NO+), and oxidation will prevail [299]. Excessive NO production has been linked to 
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cancer, diabetes, and several neurodegenerative disorders, including Alzheimer’s and 

Parkinson’s diseases [301-304]. 

Interaction of NO with O2 or O2
- results in formation of reactive nitrogen species 

(RNS). The RNS, dinitrogen trioxide (N2O3) and peroxynitrite (ONOO-), can induce 

two types of chemical stresses, nitrosative and oxidative [305]. N2O3 is a potent 

nitrosating agent which has been shown to N- and S- nitrosate a variety of biological 

targets to yield potentially carcinogenic nitrosamines and nitrosothiol derivatives. N-

nitrosation may have important implications in the known association between chronic 

inflammation and malignant transformation [305,306]. O2
-and NO may rapidly interact 

to produce the potent cytotoxic oxidants peroxynitrite (ONOO-) and its conjugate acid 

ONOOH (Fig. 28). 

 

Figure 28 - Alveolar macrophages produce peroxynitrite. When alveolar macrophages are 

stimulated to produce both superoxide and nitric oxide, peroxynitrite is quantitatively produced 

as evidenced by the amount of nitric oxide and superoxide produced and the amount of oxygen 

consumed. 

Several enzyme complexes, such as NADPH oxidases (NADPHox) and xanthine 

oxidase, can be activated in many cellular systems to actively produce large amounts of 

superoxide. Modestly increasing superoxide and NO each at a 10-fold greater rate will 

increase peroxynitrites formation by 100-fold. Under proinflammatory conditions, 

simultaneous production of superoxide and NO can be strongly activated to increase 

production 1000-fold, which will increase the formation of peroxynitrite by a 
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1000000-fold . Without superoxide, the formation of nitrogen dioxide by the reaction 

of NO with oxygen is miniscule by comparison. NO and superoxide do not even have 

to be produced within the same cell to form peroxynitrite, because NO can so readily 

move through membranes and between cells. 

Once the level of cellular damage inflicted by peroxynitrites supercedes any possibility 

of repair, the cell eventually dies via one of the two main pathways of cell demise, 

necrosis or apoptosis. Necrosis is associated with loss of cellular ATP, leading to 

membrane disruption, release of noxious cellular debris, and the development of 

secondary inflammation. In contrast, apoptosis occurs in a well-choreographed 

sequence of morphological events characterized by nuclear and cytoplasmic 

condensation with blebbing of the plasma membrane. Apoptosis is orchestrated by the 

proteolytic activation of cysteine proteases known as caspases, that requires preserved 

ATP levels to proceed properly, and which may be triggered either by the activation of 

death receptors (extrinsic pathway) or by the permeabilization of the outer membrane 

of mitochondria (intrinsic pathway) [307,308]. The mechanisms of peroxynitrite-

mediated apoptotic and necrotic cell death are presented in Fig. 29. 

 

Figure 29 - Molecular mechanisms of peroxynitrite-mediated cell death. NO sources are 

restricted to the activity of the various NO synthases, whereas •O2
-
 arises from multiple 

sources, including electron leak from the mitochondria, NADPH oxidase, xanthine oxidase, 

and uncoupling of NO synthases. Once a flux of NO and •O2
-
 is produced simultaeously in 

close proximity, the generation of peroxynitrite is considerably enhanced.  
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NO is often considered to be just another signaling molecule. But it is important to 

consider how NO communicates information to understand why NO has so many 

physiological roles in vivo. The production of cGMP by guanylate cyclase is the major 

signal transduction mechanism of NO. Soluble guanylate cyclase contains the same 

heme protoporphyrin IX as hemoglobin with iron in the ferrous form that binds NO 

with great affinity. Deoxyhemoglobin binds NO with a 10,000-fold greater affinity than 

molecular oxygen [309,310]. Only 5-10 nM NO is necessary to activate guanylate 

cyclase. NO can diffuse from where it is synthesized into surrounding cells where it 

will activate soluble guanylate cyclase in the target tissue to produce cGMP. In turn, 

cGMP activates cGMPdependent kinases in the target tissue that modulates 

intracellular calcium levels to modulate many diverse activities in the target tissues. 

NO is a small hydrophobic molecule that crosses cell membranes without channels or 

receptors as readily as molecular oxygen and carbon dioxide. The diffusion coefficient 

of NO in water at 37°C is slightly faster than oxygen and carbon dioxide [311], which 

is ideal for quickly transmitting information over short distances. Because NO is freely 

permeable to membranes, NO will repeatedly diffuse in as well as out of a cell over the 

time span of a second. 

The hydrophobicity of NO will allow slightly faster diffusion in a lipid membrane than 

in water so that membranes provide effectively no barrier to NO. 

Red blood cells provide a drain for NO that creates a sharp diffusion gradient leading to 

the vasculature [295,312,313]. The addition of a red blood cell outside of a cell will 

capture much of the NO produced inside of this cell, because the hemoglobin will 

greatly reduce the reentry of NO into the cell [314]. 

Although the biological half-life of NO is only a scant few seconds in vivo, a second is 

long compared with a simple neural reflex or to the time needed to contract a muscle. A 

sprinter can run ~10 m within the reported half-life of NO (far shorter than the total 

distance covered of a molecule of NO as it bounces around inside and between cells in 

the same time). The relatively short overall distance that NO can diffuse limits its 

action to only a few cells near the source of production. Thus NO produced in the gut, 

for example, will not influence its actions in the central nervous system (CNS). On the 

other hand, the intermediate lifetime of NO coupled with its rapid diffusion through 

most tissues allows NO to integrate and modulate complex physiological processes 

[315]. 
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The nNOS is particularly well suited to produce NO in a manner that facilitates 

synaptic plasticity [316,317]. The amino terminus of NOS1 contains an additional 

sequence lacking on NOS2 and NOS3 that anchors the enzyme to the cytoskeleton in 

postsynaptic boutons beneath the N-methyl-D-aspartate (NMDA) receptor [318]. The 

NMDA receptor has been implicated in learning and development as well as in many 

forms of excitotoxic neurodegeneration [319]  The NMDA receptor only activates 

when a neuron has been partially depolarized, as occurs when a neuron has been firing 

frequently. In addition, the receptor must bind glutamate and glycine to the 

extracellular surface for thechannel to open. A local group of neurons that are firing 

repeatedly for a few milliseconds is sufficient to cause local increase in NO. The 

synthesis of NO is initiated by extracellular calcium entering the neuron through the 

NMDA receptor. NO plays an important role in long-term potentiation, the most 

widely studied neuronal equivalent of learning in vitro [320,321]. 

Local neuronal activity can be temporally integrated because NO will only be 

synthesized by localized groups of neurons that had been depolarized through repeated 

activation that is necessary to open NMDA receptors [322]. NO can help enhance the 

synaptic efficiency of surrounding axonal arbors of neurons that have been active, 

whereas the axonal arbors from neurons that have not been activated will be weakened. 

The ability to modulate local groups of neurons on a moderate time scale is one in the 

reasons why the CNS is a major source of NOS and why it undergoes radical changes 

in expression throughout development [323-325]. 

Due to its transient nature, the amount of NO present in biological samples such as 

serum, blood, or microdialysis samples is most commonly estimated through 

measurement of the more stable major NO oxidation products, nitrite and nitrate 

[326,327]. In addition, the ratio of arginine to citrulline has also been employed 

[328,329]. Hetrick et al. have reviewed spectroscopic and electrochemical methods for 

the detection of NO. There are several commercially available molecular probes that 

react with a partially oxidized species of NO (N2O3) to produce fluorescent triazole 

derivatives [330-332]. The most popular probes are based on diaminofluorescein 

(DAF) and have been extensively employed for imaging NO production in live cells 

with microscopic techniques [333]. One drawback of DAF probes is that they can react 

with dehydroascorbate (DHA) to produce fluorescent derivatives that interfere with NO 

analysis [334-335]. Therefore, for accurate quantitation of NO in single cells or bulk 
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cell lysates, the separation of the reaction products of the dye with NO from those with 

dehydroascorbate is desirable. For this reason, Sweedler’s group employed capillary 

electrophoresis and fluorescence detection to quantitate NO production in the neurons 

of Aplysia californica [334-335]. 

NO production by macrophages in culture was explored by Goto et al. using a 

microfluidic device incorporating on-line reduction of nitrate by nitrate reductase, 

followed by reaction with the Griess reagent and thermal lens detection [336]. 

BLOOD-BRAIN BARRIER (BBB) AND DYNORPHIN A (1-17) 

The blood-brain barrier (BBB) is a unique biological interface that maintains brain 

homeostasis by preventing and regulating the permeation of endogenous substances, 

ions, and xenobiotics (toxins, pollutants, and drugs, for example) into the extracellular 

space of the brain [337-339]. Although beneficial for neurobiological purposes, this 

interface is also themajor obstacle in the development of drugs for treatment of central 

nervous system (CNS) disorders and brain cancers [340-342]. 

The major component of the BBB is the brain microvessel endothelial cell (BMVEC). 

Specialized proteins, such as claudin, occludin, and cadherins, hold the endothelial 

cells together to produce tight junctions (TJs), areas where adjacent endothelial cells 

are physically held together, making passive transcellular transport of small hydrophilic 

molecules extremely difficult. The “tightness” of these junctions can be evaluated 

bymeasuring the transendothelial electrical resistance (TEER). The cells that make up 

the BBB exhibit TEER values that are almost three orders of magnitude higher than 

those in peripheral capillaries. In fact, the resistance across these endothelial cells is so 

great that even the movement of small hydrated ions, such as Na+ and Cl-, is 

significantly restricted. The surface of BMVECs is also strongly anionic and creates an 

electrostatic barrier for the transport of negatively charged compounds. In addition to 

the physical and electrostatic barriers to transport, these cells also create a metabolic 

barrier. There are a number of intracellular and extracellular enzymes, including 

peptidases, nucleotidases, monoamine oxidase, and cytochrome P450, that convert 

substrates into less permeable or less toxic compounds. Additionally, the BBB is an 

immunological barrier that prevents bacteria and viruses from entering the brain.  

The endothelial cells that make up the BBB are part of the larger neurovascular unit 

(NVU) that also contains pericytes, astrocytes, microglia, and neurons [337-339]. All 
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the cells in the NVU play a role in the maintenance of the BBB as well as in blood-

brain signaling in both directions [343]. The endothelial cells are surrounded by a 

basement membrane that is shared with pericytes, generally undifferentiated cells that 

differentiate into support cells in the brain vasculature (e.g., vascular smooth muscle 

cells). Known functions of the pericytes include helping to build and maintain the 

basement membrane at the BBB. Astrocytes are connected to the endothelial cells via 

their end feet and provide growth factors and nutrients to both endothelial cells and 

local neurons [338,339]. The cells that make up the blood-brain barrier and the 

neurovascular unit are presented in Fig. 30. 

 
Figure 30 - The cells that make up the blood-brain barrier and the neurovascular unit. 

These cells, therefore, play an important role in blood-to-brain communication. 

Microglia are also a part of the NVU and are involved in the immune response [344]. 

Normally, these cells are in a resting state, but they quickly become activated if there is 

a disturbance in the homeostasis of the brain such as during ischemia, infection, or an 

influx of albumin from the blood. 

As mentioned above, the primary role of the BBB is to maintain the homeostasis of the 

brain by inhibiting the uncontrolled influx of molecules from the blood into the brain. 

There are many natural substances that, if allowed into the brain, would severely 

disrupt neuronal activity or cause brain damage (e.g., glutamate). A complementary 

second role of the BBB is to supply nutrients to the brain in a regulated manner. This 

task is accomplished using specific transport systems for molecules needed to maintain 

the cells in the brain [345]. Examples of such transport systems include transporters for 
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glucose, insulin, amino acids, and neurotransmitter precursors. A third role of the BBB 

is to protect the brain against toxins present in the blood. Examples include poisons, 

pollutants, and drugs, as well as endogenous metabolites or proteins. Specialized 

transport proteins, expressed on the apical (blood) side of BBB endothelial cells, are 

responsible for the efflux of undesirable compounds, such as lipophilic toxins, that may 

otherwise cross the cell membrane. 

The BBB is also an important participant in the brain’s immune system, and it can 

direct inflammatory cells to act quickly in response to changes in the neurovascular 

space. For example, if albumin crosses the BBB (owing to head trauma or stroke), an 

inflammatory reaction in the brain, microglia cellular activation, and programmed cell 

death may result [346]. Lastly, the BBB serves as an important chemical messaging 

system between the CNS and the PNS. Substances released in the periphery can be 

transported to the brain and generate a neuronal response. Likewise, substances that are 

released from the brain into the periphery can generate a physiological response in a 

remote tissue. In particular, cytokines and neuropeptides are important mediators of 

such signaling. This transport/messaging system can be involved in a variety of 

disorders, including depression, drug addiction, Alzheimer’s, and Parkinson’s [342]. 

The endothelial cells that make up the BBB have TJs that allow very few small 

hydrophilic molecules, such as ethanol or mannitol, to pass into the brain. The 

membrane is also highly negatively charged, so anionic compounds are generally 

excluded. Owing to these restrictions, most molecules are transported across the BBB 

by one of the following mechanisms [347] (Fig. 31). 

 
Figure 31 - Mechanisms of transport across the blood-brain barrier. 
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1. Transcellular passive diffusion: Small lipophilic compounds can passively diffuse 

across the endothelial membrane. In general, the more lipophilic a molecule is, the 

greater its ability to permeate. Examples of compounds that are transported by this 

mechanism include acetaminophen and fluoxetine.  

2. Carrier-mediated transport: Various transporters are used to bring essential polar 

molecules into the brain. For example, there are specific amino acid, nucleoside, 

peptide, vitamin, and glucose transporters. Neurotransmitters such as dopamine and 

serotonin do not cross the BBB; however, their precursors, levodopa and tryptophan, 

are transported through this mechanism.  

3. Receptor-mediated endocytosis: This is a common method of transport for large 

peptides and proteins and is facilitated by binding to a receptor on the membrane 

surfaces followed by endocytosis. Examples of molecules transported by this 

approach include insulin, transferrin, cytokines, and other large peptides. 

4. Adsorptive-mediated endocytosis: Due to the highly anionic character of the BBB, 

cationic molecules adsorb nonspecifically to the membrane and undergo endocytosis. 

This mode of transport has a lower affinity and a higher capacity than receptor-

mediated endocytosis. Highly positively charged molecules such as histones, 

cationized albumin, and arginine containing peptides are examples of molecules 

transported by this approach.  

5. TJ modulation: Typically, the TJs between the BMVECs restrict the passage of even 

very hydrophilic compounds from crossing the BBB via paracellular diffusion; 

however, if the TJs are disrupted, nonspecific passage into the brain of molecules 

that would normally be excluded can occur. Changes in the resistance of the TJs are 

usually due to a disease or administration of a drug that disrupts the proteins that 

make up the TJs. Experimentally, this can be accomplished through the 

administration of hyperosmolar solutions such as 25% mannitol. The high ionic 

strength causes the endothelial cells to shrink, opening the TJs. Clinically, this is 

employed for the treatment of brain tumors. Additionally, leukocytes and other 

immune cells can modify TJs or cross the BBB via transcellular mechanisms. 

Changes in the TJs can also occur during ischemia or brain trauma. 

Along with these transport mechanisms of substances from the blood to the brain, 

efflux mechanisms also shuttle substances out of the endothelial cells and back into the 

blood before they have a chance to enter the brain. These carrier-mediated efflux 
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mechanisms pose a significant challenge to pharmaceutical scientists attempting to 

deliver drugs into the brain. Examples of carrier-mediated efflux systems that are 

present at the BBB include the multidrug-resistance proteins such as P-glycoprotein. 

Understanding the BBB and the NVU is important for several reasons. If the integrity 

of the BBB is compromised due to diseases such as AIDS, undesired substances could 

leak into the brain, generating an immune or inflammatory response [348]. Conversely, 

if drugs are unable to pass through the BBB, they will be ineffective for the treatment 

of neurological and psychiatric disorders, including depression, schizophrenia, 

Alzheimer’s, and Parkinson’s. Likewise, anticancer drugs must be able to enter the 

brain to treat brain tumors. In addition, the BBB plays an important role as a chemical 

messaging system between the CNS and the PNS. Peptides and other substances can be 

released in the brain or periphery, traverse the BBB, be transformed by a separate set of 

enzymes, and trigger a neurological or physical response at a remote location. 

Investigating the transport and metabolism of endogenous substances at the BBB is 

important for determining their potential role in neurodegenerative diseases. In 

particular, the metabolism and transport of neuropeptides at the BBB can provide 

insight into their role in CNS disorders.  

Dynorphin A 1-17 (Dyn A 1-17) is an endogenous neuropeptide known to act at the 

kappa opioid receptor. Dyn A 1-17 is a major posttranslational product of the 

preprodynorphin gene [349-352]. The primary amino acid sequence of dynorphin A 

(YGGFLRRIRPKLKWDNQ) is highly conserved and is identical in human, rat and 

mouse, bovine, and porcine species [349,350,352].The structures of dynorphin and its 

major metabolites are shown in Fig. 32. 

 
Figure 32 - Structure of Dynorphin A 1-17 with metabolites of interest (1-6, 1-8, 1-13, 2-17) indicated 

by dotted lines. 
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Once released into the extracellular space, neuropeptides undergo enzymatic 

degradation (Fig. 33) and, therefore, investigating Dyn A 1-17 metabolism at the BBB 

is important since the metabolites exhibit unique biological functions compared to the 

parent compound.  

 
Figure 33 - Central nervous system (CNS) neurotransmission and sites of drug action. After 

exocytosis, the neuropeptides may activate presynaptic and postsynaptic receptors. A 

neurotransmitter’s action is then terminated either by its reuptake into the presynaptic neuron or by 

its degradation to inactive compounds, with degradation catalyzed by enzymes located on 

presynaptic and postsynaptic neuronal membranes or within the cytoplasm. 

It is possible that a metabolite, rather than the parent peptide, may be responsible for 

some of the reported neurotoxic effects of dynorphin.  

Up-regulation of Dyn A 1-17 synthesis has been implicated in a variety of neurological 

disorders, including Alzheimer’s [353], Parkinson’s [354], neuropathic pain [355], 

stress [356], and depression [357] and, at elevated concentrations, has been shown to 

be neurotoxic [358-360].  

The deleterious effects of dynorphin A seen with secondary neuronal injury are 

mediated largely through nonopioid mechanisms. Many of the negative consequences 

of dynorphin A cannot be blocked by opioid antagonists [361-370]. Intrathecal 
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administration of low dosages of dynorphin A (1-13) causes opioid analgesia in tail-

flick and hotplate assays that can be prevented by opioid antagonists. 

In contrast, high dosages or sustained exposure to dynorphin A (1-13) induces 

hyperalgesia, allodynia, and even hind-limb paralysis. Because the deleterious effects 

of dynorphin can be prevented by the N-methyl-D-aspartate (NMDA) receptor 

antagonist MK-801, but are largely unaffected by opioid antagonists, suggests that 

NMDA receptors mediate the maladaptive effects of dynorphin [366,369,371-374].  

Data from Kurt et al. support the tenet that dynorphin toxicity is mediated through 

NMDA receptors by showing that dynorphin A fragments [e.g., dynorphin A (2-13)], 

which retain NMDA receptor activity but lack kappa opioid receptor activity are highly 

neurotoxic, while those fragments that possess opioid activity alone, such as dynorphin 

A (1-5) (Leu-enkephalin), are not toxic (Fig. 34). 

 
Figure 34 - Hypothetical structure-activity-based model, suggesting 

the relationship between dynorphin A-derived peptides, opioid (OR), 

and NMDA receptors (NMDAR). Evidence suggests that dynorphin A 

has dual actions - opioid and nonopioid - that reside within distinct 

domains of the parent peptide. *toxic, **very toxic, guanosine 

triphosphate (GTP), and guanosine diphosphate (GDP), GTP-binding 

proteins (G). 
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The neurotoxicity of individual dynorphin peptide fragments can differ significantly 

from one another, which has been previously noted in vivo. This suggests that 

dynorphin toxicity is mediated by complex interactions between dynorphin A, its 

metabolites and excitatory amino acid receptors. Pathophysiologic changes in 

dynorphin A biosynthesis, release and/or metabolism during spinal cord injury may 

influence neurotoxic outcome. Presumably, the differential toxicity results from unique 

pharmacodynamic interactions of each of these peptides with NMDA receptors and/or 

particular NMDA receptor subtypes. 

Dynorphin has long-been suspected of having dual actions at both opioid and NMDA 

receptors [368,369,373,375-383]. A nonopioid action for dynorphin is supported by 

findings that dynorphin A-derived peptide fragments, which lack the N-terminal 

tyrosine necessary for opioid receptor activity, retain toxicity through actions at 

nonopioid glutamatergic receptors [368,369,373,376,378,379,384-388]. It was found 

found that the toxic effects of dynorphin A reside in the C-terminal portion of the 

peptide [373,389,390]. Dynorphin A (3-13), (3-13), (6-17), and (13-17) were toxic, 

while dynorphin A (1-5) and (1-11) were nontoxic. 

Interestingly, all the toxic fragments shared a lysine residue at position 13. Kurt et al. 

results suggest that both the carboxyl and amino terminal sequences flanking lysine-13 

are toxic – perhaps through independent mechanisms. 

Single channel- and whole cell-patch clamp studies suggest that dynorphin A interacts 

directly with NMDA receptors [362,363,391,392]. 

Dyn A 1-6, the N-terminal fragment of Dyn A 1-17, has been identified as a major 

metabolite of the parent peptide Dyn A 1-17,in both the central nervous system (brain 

and spinal cord) [354,393,394] and peripheral tissues (blood and plasma) [393,395-

397]. 

Dyn A 1-11 amide analogs can be used to treat peripheral pain and cocaine addiction. 

Dyn A-(1-11) analogs have shown blood-brain barrier penetration in the in vitro bovine 

brain microvessel endothelial cell (BBMEC) model [398]. 
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MATERIALS AND METHODS 

HUMAN NEUROBLASTOMA CELL LINE (SH-SY5Y)  

SH-SY5Y cells (ATCC® CRL-2266™) were cultured in DMEM/F12 medium (1:1) 

supplemented with 10% (v/v) fetal bovine serum (FBS), penicillin (50 U/ml) and 

streptomycin (50 µg/ml). The cells were maintained in a humidified environment at 

37°C and 5% CO2 and cultured in 75 cm2 culture flasks. The medium was changed  

twice a week and cells were splitted at about 80% confluence. The day prior to 

treatment cells were harvested and seeded in 48-well plates at a density of 25000 

cells/well. The cells were treated as soon as it was reached appropriate confluence. 

In order to evaluate the cytotoxicity produced by the amyloidogenic peptides, 

neuroblastoma cells were treated for 24-48 hours with different preparations of 

Aβ25-35 and hA17-29. In order to determine the contribution of some specific 

receptors on Aβ- and hA-induced toxicity, cells were pre-treated for 2 hours with 

antibodies and then treated with the peptides.  

RAT BRAIN ENDOTHELIAL CELL LINE (RBE4)  

RBE4 cells were graciously donated by Dr. Cardile’s laboratory at the University of 

Catania. These cells were cultured in Ham’s F10 medium supplemented with 20% (v/v) 

plasma-derived serum (PDS), 2 mM L-glutamine, penicillin (50 U/ml) and 

streptomycin (50 µg/ml), 0,5% of endothelial cell growth supplement (ECGS), and 2% 

of heparin. The cells were maintained in a humidified environment at 37°C and 5% 

CO2 and cultured in 25 cm2 culture flasks that were pre-coated with collagen. The 

medium was changed twice a week and cells were splitted at about 90-95% confluence. 

The day prior to collecting conditioned medium, cells were harvested and seeded in 6-

well plates at a density of 300000 cells/well. The cells were treated as soon as it was 

reached appropriate confluence. Conditioned medium for 24 hours was obtained from 

both treated and untreated RBE4 cells. 

hA17-29 AND Aβ25-35 PEPTIDES PREPARATION 

The synthesis of the hA17-29  peptide was carried out in our laboratories. The peptide 

was assembled on a polyethylene glycol-polystyrene resin (PALPEG-PS) by using an 
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Applied Biosystems Pioneer peptide synthesiser. Purification of the peptide was carried 

out by preparative RP-HPLC using a Vydac C-18 with a linear gradient of 

acetonitrile/water containing 0.1% TFA. The identity and purity of the peptide were 

confirmed by electrospray ionisation mass spectrometry (ESI-MS) and analytical 

RP-HPLC, respectively.  

The Aβ25-35 peptides used in the experiments were purchased by Bachem.  

For both peptide the protocol of monomerization consists of a first dissolution in 

1,1,1,3,3,3-hexafluoro-2-propanol (HFIP), that acts as a solvent to eliminate any 

secondary structures present. The peptide dissolved in HFIP at the final concentration 

(Cf) of 1 mM was divided into aliquots and the HFIP left to evaporate under chemical 

hood; the dried peptide can be used immediately or stored at -80°C. Before the 

aggregation process, peptides previously treated with HFIP were dissolved in 

dimetilsulfoxid (DMSO) to Cf of 5 mM and subsequently diluted to the concentration 

of aggregation (100 µM) with PBS 0.01 M, pH 7.4, and then incubated at 37°C, alone 

or in presence of metals in a 1:1 ratio. 

ANALYSIS OF AGGREGATION BY THIOFLAVIN T (Th-T) 

ASSAY 

Thioflavin T is a dye which generates a fluorescent signal in case of link with β-sheet 

structures. In aqueous solution this pigment has a fluorescence emission peak at 430 

nm when excited at 342 nm; in presence of fibrils, emission spectrum moves towards 

the red with a peak at 482 nm when excited at 450 nm [399]. For measures with the 

Th-T we used the ratio of  Th-T 3µM and 5µg/ml of peptide according to LeVine III. 

Before reading, different preparation of the peptides were incubated for 10 minutes 

with the Th-T, then fluorescence at 450/482 ex/em was measured to determine the 

presence or absence of aggregates with β-sheet structures. 

ANALYSIS OF AGGREGATION BY ATOMIC FORCE 

MICROSCOPY (AFM) 

Atomic force microscopy (AFM) or scanning force microscopy (SFM) is a very 

high-resolution type of scanning probe microscopy, with demonstrated resolution on 

the order of fractions of a nm; it is one of the principal tools for imaging, measuring, 

and manipulating matter at the nanoscale. The information is gathered by scanning the 
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surface with a mechanical probe, such as piezoelectric elements that facilitate precise 

movements. The AFM consists of a cantilever with a sharp tip (probe) at its end that is 

used to scan the surface (Fig. 35).  

 
Figure 35 - Block diagram of atomic force microscope using 

beam deflection detection. 

The cantilever is typically silicon or silicon nitride with a tip radius of curvature on the 

order of  nanometer. When the tip is brought into proximity of a sample surface, forces 

between the tip and the sample lead to a deflection of the cantilever. Depending on the 

situation, forces that are measured in AFM include mechanical contact force, Van der 

Waals forces, capillary forces, chemical bonding, electrostatic forces, magnetic forces, 

etc.. Typically, the deflection is measured using a laser spot reflected from the top 

surface of the cantilever into an array of photodiodes.  

AFM is an ideal tool for follow the early events of fibril assembly because it is capable 

of directly detecting and measuring the dimensions of small species that are adsorbed 

from aqueous media. 

For AFM analysis, the sample (10 µL) was adsorbed onto a mica and analyzed directly 

by sensing the adsorbed material with a microfabricated silicon tip attached to a 

sensitive cantilever. The resulting relief map was subsequently converted into a visual 

image. 

  

 



P a g e  | 58 

 

ELISA ASSAY 

The presence of oligomeric species in peptide preparations was determined by ELISA 

assay with A11 antibody (Invitrogen), directed specifically against oligomeric species 

of amyloidogenic polypeptides. ELISA (Enzyme-Linked Immunosorbent Assay) is an 

immunoenzymatic assay useful to detect the presence of an antigen, immobilized on a 

solid support, with a specific antibody further applied over the surface; this antibody is 

linked to an enzyme and, in the final step, a substance containing the enzyme substrate 

is added. The subsequent reaction produces a detectable signal, most commonly a 

colour change in the substrate.  

A little amount (5 ng) of peptide, freshly prepared or incubated at 37°C (100 µM in 

PBS), was immobilized on a microtiter plate; after treatment with primary antibody 

A11 (1 µg/ml), a HRP-conjugated antibody and then a substrate for HRP (TMB), 

absorbance at 450 nm was measured with a microtiter plate reader. 

In order to detect the αB-crystallin release in conditioned medium by endothelial cell 

cultures (RBE4) treated with Aβ25-35, the medium was analyzed by αB-Crystallin 

Immunoset. 

MTT ASSAY 

The toxicity of the peptides was measured through the determination of cell viability in 

the treated cells compared to control (untreated cells), by MTT [3-(4,5-dimethylthiazol-

2-yl)-2,5-diphenyltetrazolium bromide] assay. The test is based on the ability of the 

mitochondrial enzyme, cytochrome c oxidase and succinate dehydrogenase, to reduce 

yellow tetrazole into purple formazan that, being unable to cross the plasma membrane, 

will accumulate within the living cells. Solubilization of formazan with an appropriate 

detergent will yield purple colour in proportion to the amount of formazan produced 

and consequently to the viability of cells. After treatment with the peptides, cell 

cultures were incubated for 2 hours at 37°C with a MTT solution (1mg/ml in PBS); the 

formed crystals were melted with DMSO. After the solubilization of the formazan 

crystals, a part of the supernatant (200 µL) was used to read the absorbance at 590 nm 

using a microplate reader. 
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MICROCHIP ELECTROPHORESIS (MCE) COUPLED TO LIF 

(LASER INDUCED FLUORESCENCE) DETECTION 

Microfluidic devices have many advantages for the analysis of cells, including the 

ability to grow and manipulate single or multiple cells on chip as well as the possibility 

to integrate on-line sample preparation and analysis. 

MCE employs what is called a “gated” injection to deliver sample into the separation 

channel. Injections occur for about 200 milliseconds to 1 second (500 milliseconds in 

our case) and inject about a couple picoliters. First, voltage is applied to two leads 

(2400-2200) and a gate is established. Next, the buffer voltage floats to 0 and sample 

fills all the channels. Then gating is re-established and the result is a sample plug 

migrating down the channel while the analytes within it are separated. 

After separation, the analytes are detected using LIF. LIF uses a high-powered laser to 

shoot a beam of light (in our case, 488 nm wavelength) through the channel at a point 

close to the end. As fluorescent compounds pass over it, they fluoresce at a slightly 

different wavelength (in our case 515 nm for DAF-FM, and 517 nm for 6-CF) and a 

photomultiplier tube (PMT) detects this light and converts it to a voltage reading.  

JURKAT CLONE E6-1 CELL LINE 

Jurkat clone E6-1 cell line (ATCC® TIB-152™) were cultured in RPMI 1640 medium 

supplemented with 10% (v/v) fetal bovine serum (FBS), 2 mM L-glutamine, penicillin 

(100 µg/mL), and streptomycin (100 µg/mL). The cells were maintained in a 

humidified environment at 37°C and 5% CO2 and cultured in 25 cm2 culture flasks. 

Cells were passaged every 2-3 days to avoid overgrowth. 

Stimulation of NO production in cells was accomplished using purified LPS from the 

Escherichia coli line 0111:B4. 7.5 µL of a 1 mg/mL LPS stock solution was added to 5 

mL of healthy Jurkat cells in a cell culture flask and then incubated for 3-5 h. 

Unstimulated (native) Jurkat cells from the same population were incubated under 

identical conditions and used as a control for each stimulation experiment. 

Bulk cell analysis 

Jurkat cells suspended in their original medium were labeled with DAF-FMDA and 

6-CFDA under dark conditions prior to bulk cell lysis and analysis. DAF-FMDA is 

fluorogenic and membrane permeable. Once inside the cell, DAF-FMDA is hydrolyzed 
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by non-specific cytosolic esterases to form 4-amino-5-methylamino-2',7'-

difluorofluorescein (DAF-FM). The hydrolyzed ye further reacts with a partially 

oxidized species of NO (N2O3) to form a triazole (DAF-FM T), which has a high 

fluorescence yield. 6-CFDA is also fluorogenic and membrane permeable and is 

hydrolyzed by esterases to yield a charged fluorescent moiety that is membrane 

impermeable. We used 6-CFDA as an internal 1 standard to correct for differences in 

fluorescence intensity when using different devices. Stock dye solutions were prepared 

in 99% DMSO. The dyes were loaded in a stepwise manner into the cell suspension. 10 

µL of a 5 mM DAF-FM DA solution in DMSO were aliquoted into the culture flask 

and allowed to react for 15 min. Then 10 µL of 1 mM 6-CFDA was diluted in 990 mL 

of ultrapure water, added to the culture flasks, and reacted for an additional 20 min. 

Between the additions of the fluorescent probes, the flasks were returned to the 

incubator. After dye loading, the Jurkat cell suspension was centrifuged at 3500 rpm 

for 3 min and supernatant was removed. Cells were resuspended in RPMI medium and 

centrifuged again to remove residual dye not sequestered by cells. The cell pellet was 

then lysed in 250 mL of electrophoresis buffer (10 mM boric acid, 7.5 mM SDS, pH 

9.2). The lysate was filtered using a 3 kDa molecular weight cut-off centrifugal filter to 

eliminate particles that could cause blockage of the microchip channels. The filtered 

lysate was then loaded into the sample reservoir of the microchip. 

Single cell analysis 

Stock solutions of DAF-FMDA and 6-CFDA were prepared daily for each new set of 

experiments using 99.9% DMSO. The dye solution was prepared by adding appropriate 

volumes 6 of the two stock solutions to enough sterile PBS to make a 2 µM 

DAF-FMDA and 2 µM 6- CFDA solution. 1 mL of the cell suspension was centrifuged 

at 2000 rpm for 1 min and the supernatant was discarded. The cells were then 

re-suspended in the dye solution and incubated for 20 min at 37ºC on a heat block. 

Another centrifugation was performed under the same conditions to remove the dye 

solution, and the labeled cells were re-suspended in RPMI medium containing 2% 

(w/v) BSA prior to experiments. 
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MICROCHIP FABRICATION 

Bulk cell analysis 

The fabrication of hybrid PDMS-glass microfluidic devices has been described 

previously by our group [400]. In these experiments, SU-8 10 negative photoresist was 

spin-coated onto a 4-in diameter silicon wafer with a resulting thickness of 15±1 mm 

using a Cee 100 spin coater. The photoresist-coated wafer was then transferred to a 

hotplate for a soft bake at 65°C for 2 min and then 95°C for 5 min. Microfluidic 

channel designs were produced using AutoCad LT 2004 and printed onto a 

transparency film at a resolution of 50000 dpi. The coated wafer was covered with the 

transparency film mask and exposed to UV light (344 mJ cm-2) for 16 s using an i-line 

UV flood source. Following the UV exposure, the wafer was post-baked at 65°C for 2 

min and 95°C for 10 min. The wafer was then developed in SU-8 developer, rinsed 

with 2-propanol (IPA), and dried under nitrogen. A “hard bake” was performed at 

200°C for 2 h. The thickness of the raised photoresist, corresponding to the depth of 

the PDMS channels, was confirmed with a profilometer. PDMS channels were made 

by pouring a 10:1 mixture of PDMS elastomer and curing agent, respectively, onto the 

SU-8 patterned silicon wafer. The PDMS-covered wafer was then placed in an oven at 

70°C overnight to harden the PDMS. The microchip design for all cell analysis 

experiments was a simple “T” design. This design consisted of a 5 cm separation 

channel and 0.75 cm side arms as shown in Fig. 36.  

 
Figure 36 - A schematic of a simple ‘‘T’’ 5 cm microchip 

design with channel dimensions and applied voltages. 
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An additional square guide 8.5 mm from the outlet reservoir of the separation channel 

was added to aid in laser alignment. The width and depth of the channels were 50 mm 

and 14 mm, respectively. Holes for the reservoirs were created in the PDMS using a 4 

mm biopsy punch. The PDMS layer containing the embedded channels was reversibly 

sealed to a borofloat glass plate to complete the hybrid device. 

Single cell analysis 

The microfluidic device (Fig. 37 A) was fabricated using established soft lithography 

procedures [401].  

 
Figure 37 - A is the initial chip design. B is a schematic of improved microfluidic chip used for single cell 

lysis experiments. The lysis intersection of the microchip is shown in the inset. The solid arrows indicate the 

direction of bulk fluid flow while the broken arrows show the direction of electrophoretic migration (µp). 

Briefly, SU-8 2010 negative photoresist was spun to a thickness of ~20 µm on a 4 in 

silicon wafer using a spin coater. The coated mask was then placed on a 65 ºC hot plate 

for a 2-min soft bake followed by a 4-min hard bake on a 95ºC hot plate. A mask 

containing the microfluidic channel pattern, created using AutoCAD LT 2006, was 

placed on the wafer that was then exposed to ultraviolet light. The unpolymerized 

photoresist was washed off using SU-8 developer, rinsed with isopropyl alcohol, and 

blown dry with nitrogen. A 10:1 w/w mixture of PDMS prepolymer and curing agent 

was then poured over the mold and cured for at least 50 min at 80ºC. Access holes to 

the channels were drilled on a 75×50 mm glass slide using a 2 mm diamond-tipped drill 

bit and fitted with glass reservoirs using epoxy resin. A Nanoport assembly placed on 

reservoir 5 (Fig. 37 B), a micro-splitter valve, threaded adapters, and PEEK tubing, all 

from Upchurch Scientific, were used to connect the microfluidic device to the syringe 

pump. The cured PDMS was peeled off the mold and placed over the glass slide with 

the ends of the channels aligned with the access holes on the glass slide. Another glass 
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slide was placed on top and the excess PDMS was trimmed off. The channel 

dimensions 1 were determined by measuring the height and width of the features on the 

silicon wafer mold using a profilometer. The channels were 19 µm deep, corresponding 

to the height of the features on the mold. The narrow sections of the channels were 50 

µm wide. The wide sections of the channel from reservoirs 1, 2, 3 and 4 were 160 µm 

while that from reservoir 5 was 500 µm (Fig. 37 B).  

MICROCHIP OPERATION  

Bulk cell analysis 

Prior to loading a bulk cell lysate sample onto the microchip, three conditioning flushes 

were performed. Using vacuum, the channels were filled with IPA and the excess IPA 

was then removed from the reservoirs. The IPA prevented the formation of gas bubbles 

in the separation and sample channels. The channels were then flushed with 0.1 M 

NaOH followed by separation buffer prior to use. The separation buffer consisted of 

10 mM boric acid and 7.5 mM SDS, pH 9.2. Fluorescence detection was carried out 

using a Nikon Eclipse Ti-U inverted microscope with a 488 nm laser  for excitation, 

and a photomultiplier was used for detection. The signal was amplified using a SR570 

low noise current preamplifier at 1 mA V-1. 

Sample was introduced using a 0.5 s gated injection. Separations were performed in the 

positive polarity mode using a 30 kV high voltage power supply For all separations, 

voltages of 2400 V (separation) and 2200 V (sampling) were used. An in-house written 

LabVIEW program was used for data acquisition as well as for control of the high 

voltage power supply. Origin 8.1 software was employed for data analysis. 

Single cell analysis 

The separation buffer consisted of 25 mM sodium borate, 20% v/v acetonitrile, 2% w/v 

BSA, 0.6% w/v Tween-20, and 2 mM SDS. Initially, all the reservoirs were filled with 

the separation buffer by applying reverse pressure facilitated by a vacuum pump. 

Reservoir 2 (Fig. 37 B) was evacuated and replaced with a suspension of the 

fluorescently labeled cells. The waste reservoir was threaded to provide the connection, 

via PEEK tubing, to a 1000 µL glass syringe on a syringe pump. Cell transport and 

fluid flow in the channel manifold were achieved by setting the syringe pump at 
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withdrawal mode at a flow rate of 0.25 µL/min and adjusting the flow splitter until the 

cells were traveling at a rate at which most of the lysate from the cells was injected into 

the separation channel. 

Cell lysis and subsequent electrophoretic injection and separation were achieved by 

applying 3 kV using a high voltage supply across reservoirs 1 and 4 (Fig. 37 B). 

A multi-line argon-ion laser was used as the excitation source. The 488 nm beam was 

selected using a dispersive prism and then reflected off a series of mirrors and directed 

into a Nikon eclipse TS100 microscope through the rear port and via a 20× objective to 

the microscope stage. The beam was focused onto a small spot in the separation 

channel, 5 mm below the lysis intersection. The fluorescence emission from the dyes 

was detected by a photomultiplier tube attached to the trinocular port of the 

microscope. The signal was amplified using a low noise current preamplifier at 1 µA/V 

with 100 Hz low-pass filter and sampled at 100 Hz using a PC1-6036E I/O card. The 

program controlling the high voltage power supply and data acquisition was written 

in-house using LabVIEW. Data analysis was performed using Igor Pro. Video images 

of the experiment were collected using a digital color video camera mounted on the 

side port of a Nikon TE-2000-U inverted microscope. Frame grabs retrieved in Image J 

were used to calculate the flow rate of the analytes down the separation channel. 

PREPARATION OF STANDARDS 

An overview of the DEA/NO preparation protocol is presented in Fig. 38. 

 

Figure 38 - The protocol used for preparation of DEA/NO sample preparation. 
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Briefly, stable stock solutions of NO donor DEA/NO were prepared in 0.01 M NaOH 

just prior to use. NO release was facilitated by placing aliquots of the stock DEA/NO 

solution into deoxygenated 0.01M phosphate buffer (pH 2, 37.5°C) for 4 min. In a 

separate reaction, DAF-FM DA was incubated in 0.01 M NaOH for 40 min for the 

base-promoted hydrolysis of both acetate groups [402]. This served as a substitute for 

the esterase activity that is responsible for cleaving the acetate groups in vivo. 

Following hydrolysis in NaOH, equal concentrations of the resulting 4-amino-5-

methylamino-20,70-difluorofluorescein (DAF-FM) were aliquoted into solutions 

containing 0-4 mM NO, reacted for 40 min at 37.5°C to produce the benzotriazole 

derivative of DAF-FM (DAF-FM T), and analyzed via microchip electrophoresis. 

The dehydroascorbate derivative of DAF-FM (DAF-FM DHA) was prepared by 

combining DAF-FM prepared as described above with a 70-fold excess of ascorbic 

acid in run buffer. The synthesis of DAF-FM DHA was accomplished using following 

procedure: ascorbic acid (AA) was oxidized to DHA in a high pH solution (9.2) by 

dissolved oxygen. The DAF-FM (20 µM) was then reacted with the oxidized AA (1.45 

mM) solution for about 10 min to generate DAF-FM DHA. 

RAW 264.7 CELL LINE 

RAW 264.7 cells (ATCC® TIB-71™) were cultured in DMEM supplemented with 

10% (v/v) fetal bovine serum (FBS), penicillin (100 µg/mL), and streptomycin (100 

µg/mL). The cells were maintained in a humidified environment at 37°C and 5% CO2 

and cultured in 25 cm2 culture flasks. Cells were passaged every 1-2 days to avoid 

overgrowth. 

Stimulation of NO production in cells was accomplished using purified LPS (from the 

Escherichia coli line 0111:B4) alone or in combination with recombinant IFN-γ. 

In order to determine the contribution of iNOS in NO production, cells were pre-treated 

for 1 hour with different iNOS inhibitors and then treated with LPS or LPS in 

combination with IFN-γ. The influence on NO production of other molecules has also 

been investigated. 

GRIESS ASSAY 

The Griess assay allows to measure the amount of nitrite (NO2
-), which indirectly 

reflects the amount of NO produced by cells. This assay is based on the formation of a 
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diazonium salt for reaction of NO2
- in the medium with sulfanilammide. The diazonium 

salt reacting with N-(1-naphthyl) ethylenediamine forms an azo-derivative 

spectrophotometrically monitorable (Fig. 39).  

 
Figure 39 - Nitrite detection using the Griess assay. 

In our experiments to investigate NO production Griess assay was carried out both 

outside and inside the cells. 

• Outside: 100 µL of supernatant were taken from each well or flask, added to 

100 µL of Griess reagent, left to react for 15 minutes, and then the absorbance at 

540 nm was read using a plate reader. 

• Inside: cells were harvested and centrifuged at 3500 rpm for 2 minutes. After 

centrifugation, supernatant was removed and the pellet was lysed with 500 µL 

of buffer containing 10 mM boric acid, 7.5 mM SDS, pH 9.2. The lysate was 

filtered using a 3 kDa molecular weight cut-off centrifugal filter. Finally, 100 

µL of filtered lysate was added to 100 µL of Griess reagent, left to react for 15 

minutes, and then the absorbance at 540 nm was read using a plate reader. 

A nitrite standard reference curve was prepared for each assay for accurate quantitation 

of NO2
- levels in experimental samples. 
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METABOLISM STUDIES IN CENTRAL NERVOUS SYSTEM 

TISSUES 

The brains and spinal cords of male Wistar rats (350-400 grams) were removed on the 

day of the study and kept in ice cold mPBSA (modified PBSA)prior to experiments. 

Animals that could no longer be used for microdialysis studies were graciously donated 

by Dr. Craig Lunte’s laboratory at the University of Kansas. Tissue slices were 

prepared with a sterile razor blade in a Petri dish on a bed of ice. For the metabolism 

studies, the tissue slices were exposed to dynorphin at room temperature (instead of 37 

°C) to slow enzyme activity. For brain tissue slices, a 5 mm by 5 mm section was 

bathed in mPBSA spiked with 25 µM Dyn A 1-17. Aliquots (50 µL) were collected at 

various time points over a 4 hour period, mixed with 50 µL of ice-cold aqueous 0.1% 

formic acid solution, and centrifuged on a table-top centrifuge for 2.5 min. Following 

centrifugation a 60 µL aliquot was removed and further diluted with 48 µL H2O with 

0.1% formic acid. Prior to analysis by LC-MS/MS, 12 µL of a 10 µM bradykinin 

solution was added to serve as an internal standard for quantitation. Similarly, a 5 mm 

length of spinal cord (width approximately 2 mm) was prepared and bathed in mPBSA 

spiked with 25 µM Dyn A 1-17. Following the metabolism study, the brain and spinal 

cord slices were homogenized in PBSA and analyzed for total protein content by the 

Pierce BCA assay. Metabolism results are expressed as µM dynorphin peptides per mg 

of protein. 

ISOLATION AND MAINTENANCE OF BOVINE BRAIN 

MICROVESSEL ENDOTHELIAL PRIMARY CULTURES 

(BBMEC) 

Microvessel endothelial cells were isolated from the cortical grey matter of bovine 

brains by enzymatic digestion and centrifugation as described by Audus and Borchardt 

in 1986 [403]. Briefly, bovine brains were obtained from a slaughter house in DeSoto, 

KS and transported to the laboratory in ice cold minimum essential medium (MEM), 

pH 7.4. Collagenase and dispase digestions in conjunction with centrifugation steps and 

both dextran and percoll gradients were used to isolate the endothelial cells from red 

blood cells and lipids. Following isolation the bovine brain microvessel endothelial 

cells were stored at -80 °C for up to 6 weeks in complete culture medium supplemented 

with 12% horse serum and 10% DMSO. BBMECs were thawed and then seeded, at a 
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density of approximately 50,000 cells/cm2, on polycarbonate culture plates or 0.4 µm 

polycarbonate membranes that were pre-coated with rat tail collagen and fibronectin. 

The plating medium consisted of 50% Minimum Essential Medium (MEM) and 50% 

Ham’s F12 supplemented with 100 µg/mL streptomycin, 100 µg/mL penicillin G, 13 

mM sodium bicarbonate, 10 mM HEPES, 10% platelet poor horse serum, 150 µg/mL 

heparin, and 50 µg/mL polymixin B. Seventy two hours after plating, the media was 

changed. The changing medium consisted of 50% Minimum Essential Medium (MEM) 

and 50% Ham’s F12 supplemented with 100 µg/mL streptomycin, 100 µg/mL 

penicillin G, 13 mM sodium bicarbonate, 10 mM HEPES, 10% platelet poor horse 

serum, 100 µg/mL heparin, and 0.5% endothelial cell growth supplement (ECGs). The 

changing medium was then replaced every 48 hours. The cells were grown to 

confluency (12-14 days after seeding) at 37 °C in an atmosphere of 5% CO2 and 95% 

relative humidity. 

METABOLISM STUDIES IN THE PRESENCE OF BBMECs  

BBMECs were seeded onto 12-well polycarbonate cell culture plates at a density of 

approximately 50,000 cells/cm2. Cells were grown until a confluent monolayer formed 

(typically 12 to 14 days after seeding) as determined by light microscopy. Metabolism 

studies were performed in modified phosphate-buffered saline supplemented with 

CaCl2, MgCl2, glucose and ascorbic acid, pH 7.4 (mPBSA). Before beginning each 

metabolism study, the growth medium was aspirated off and the cells were rinsed three 

times with pre-warmed (37°C) mPBSA. The 12-well plate was kept in a benchtop 

incubator, maintained at 37 °C and stirred continuously by a shaker. Cells were 

incubated with Dyn A 1-17 at varying concentrations and 60 µL aliquots were removed 

at various timepoints over the span of four hours. Aliquots were placed directly into 

autosampler vials containing 48 µL H2O with 0.1% formic acid and were frozen 

(-20°C) until analyzed. 

Prior to analysis, the samples were thawed, vortexed, and 12 µL internal standard (10 

µM bradykinin) was added and analysis was performed via LC-MS/MS. 

 

 

 



P a g e  | 69 

 

BBMEC PERMEABILITY STUDIES 

BBMECs were grown on 0.4 µm polycarbonate membranes in a Petri dish at a density 

of approximately 50,000 cells/cm2. Cells were grown until a confluent monolayer 

formed (typically 12 to 14 days after seeding) as determined by light microscopy. 

Transport studies were performed in modified phosphate-buffered saline supplemented 

with CaCl2, MgCl2, glucose and ascorbic acid, pH 7.4 (mPBSA). Before beginning 

each study, the growth medium was aspirated off and the cells were then rinsed three 

times with pre-warmed (37°C) mPBSA. The membranes were then removed and 

mounted in Side-by-SideTM diffusion chambers (Fig. 40).  

 
Figure 40 - Systems used for monitoring in vitro transport across the blood-brain barrier. In the 

Side-by-Side
TM

 diffusion chamber, cells are grown on polycarbonate membranes (PCMs) that are 

subsequently mounted between two water-jacketed, thermally controlled chambers. Abbreviation: BBMEC, 

bovine brain microvessel endothelial cell. 

Prior to studies, the diffusion chambers were silanized with Sigmacote to prevent 

peptide adsorption to the chamber walls during the study. 

Chambers were then pre-warmed (37°C) and rinsed three times with mPBSA. 

Following membrane placement, one side of the diffusion chamber was filled with 3 

mL of mPBSA and examined for leaks. If the membrane was mounted correctly and no 



P a g e  | 70 

 

leaks were present, the other side of the chamber was filled with 3 mL of mPBSA as 

well. The chamber temperature was maintained for the duration of the study by 

external circulating water baths (at either 37°C or 4°C depending on the experiment) 

and each chamber was stirred constantly at 600 rpm by Teflon coated magnetic stir 

bars driven by an external console. The donor side was then spiked with the peptide of 

interest and 60 µL aliquots were removed from the receiver side at various time points 

and then replaced with an equal volume of mPBSA to prevent changes in volume that 

could affect flux. Studies typically lasted 2-4 hours. Samples were collected directly 

into autosampler vials pre-filled with 48 µL H2O with 0.1% formic acid and then stored 

at -20°C until use. Upon thawing, samples were vortexed and 12 µL internal standard 

(10 µM bradykinin) was added and analysis was performed using an LC-MS/MS. 

Upon completion of the transport study, fluorescein or [14C]-sucrose were added to the 

apical side of the monolayer and utilized to test the monolayer integrity. These low 

permeability markers do not readily cross the blood brain barrier and are an indicator of 

monlayer integrity. Fluorescein samples were placed directly into a 96-well plate and 

analyzed by a fluorescence microplate spectrophotometer at excitation and emission 

wavelengths of 490 and 520 nm respectively. Sucrose samples were mixed with 10 mL 

of scintillation fluid and analyzed by liquid scintillation counting. 

For studies determining the permeability of fluorescein without Dyn A 1-6 

pre-treatment, chambers were filled with the modified media (mPBSA), and the cells 

were allowed to equilibrate for 5 minutes. After the equilibration period, fluorescein 

was added to the apical side of the cell membranes such that the final concentration 

was 10 µM. Immediately a 100 µL aliquot was removed from the donor chamber and 

collected into a 96 well plate. Additional 100 µL aliquots were taken from the receiver 

chamber (t=10, 20, 30, and 60), and a final sample was taken from the donor chamber 

after 60 minutes as well. These fluorescence values were determined on a microplate 

spectrophotometer. The permeability of fluorescein was then determined using the 

following equation: 

Papp = (ÄQ/Ät)/ A x C0 

Where, ÄQ/Ät is the linear appearance of fluorescein in the receiver chamber, A is the 

cross sectional area of the cell monolayer (0.636 cm2), and C0 is the initial 

concentration in the donor chamber at t=0 (in this case, 10 µM). 
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In the Dyn A 1-6 transport studies, 20 µL of mPBSA was removed from the donor 

chamber and replaced with 20 µL of a Dyn A 1-6 stock solution, resulting in 18.6 µM 

peptide in the chamber. Bi-directional studies were performed by adding Dyn A 1-6 to 

either the apical (blood) or basolateral (brain) side of the mounted monolayers at 37°C. 

Aliquots (60 µL) were taken from the receiver chamber at various time points over a 4 

hour period. Studies done at 4°C were carried out in the apical to basolateral direction 

over a 2 hour period at the same concentration. All samples were collected into 

autosampler vials containing H2O with formic acid. Mass balance samples were 

collected from the receiver chamber at the start and finish of each experiment. 

Quantitation was performed via LC-MS/MS. Peptide permeability was calculated with 

the same equation described above for fluorescein. 

ANALYSIS OF METABOLISM AND PERMEABILITY STUDIES 

BY LIQUID CHROMATOGRAPHY-TANDEM MASS 

SPECTROMETRY (LC-MS/MS) 

Transport samples were analyzed by the LC-MS/MS protocol. Briefly, 60 µL aliquots 

were diluted with 48 µL H2O with 0.1% formic, and prior to analysis 12 µL of a 10 µM 

bradykinin solution was added to serve as an internal standard for quantitation. Sample 

de-salting and separation were achieved using a 1.0x50 mm C18 analytical column 

with 5 µm particles and the corresponding guard column, 1.0x10 mm. The mobile 

phase was diverted to waste for the first 5 minutes of the LC run, then to the mass 

spectrometer from 5 to 12 minutes and again back to waste for the remainder of the 

run. The LC gradient program was as follows: initial conditions of 97% A, 3% B from 

0 to 5 minutes, a linear ramp from 3 to 30% B from 5 to 6 minutes, holding at 30% B 

from 6 to 15 minutes, a linear return to initial conditions from 15 to 16 minutes, and 

column equilibration from 15 to 22 minutes holding at 3% B. Mobile phase A consisted 

of 100% H2O with 0.1% formic acid. Mobile phase B consisted of 100% ACN with 

0.1% formic acid. 
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RESULTS 

AGGREGATION ANALYSIS OF Aβ25-35 THROUGH Th-T 

ASSAY  

In order to evaluate the aggregation state and the influence of micro-environmental 

factor such as metals in the kinetics of fibrillogenesis, different preparations of 

Aβ25-35, freshly prepared and incubated at 37°C with or without copper, were 

analyzed by  Th-T assay, a useful method to detect the presence of β-sheet structures. 

In our experimental conditions it was found an increase in the fluorescence signal 

produced by the incubated peptide, without metal, compared to the freshly preparation 

that we used such as control. After incubation at 37°C the peptide forms soluble 

(Th-T-positive) aggregates which lose their solubility as the time of incubation 

increases, and fluorescence values return to levels similar to control; the presence of 

copper during incubation promotes the formation of insoluble (Th-T-negative) 

aggregates or the disintegration of the ones spontaneously formed (Fig. 41). 

 
Figure 41 - Thioflavin T (Th-T) assay on different preparations of Aβ25-35. The peptide, immediately 

after being taken from the freezer (-80°C), was dissolved in DMSO and led to the concentration of 

aggregation (100 µM) in PBS 0.01 M. The sample "fresh" was prepared immediately before being analyzed. 

The incubated samples were kept in the temperature controlled (37°C) with [CO2] of 5% and examined after 

48 hours. In the sample containing CuSO4, the ratio Cu
2+

/peptide is equal to 1:1. Th-T 3 µM was incubated 

with Aβ25-35 (5 µg/ml) for 10 min. Fluorescence emission were measured at 450/482 ex/em. Data are means 

± S.D. (n=4) of 3 independent experiments. 
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TOXICITY ANALYSIS OF Aβ25-35 THROUGH MTT ASSAY  

In order to evaluate the relationship between aggregation state and toxicity, SH-SY5Y 

cells were treated with different preparations of Aβ25-35. 

Data obtained after treatment of SH-SY5Y show a decrease in the viability of cells 

treated with the freshly prepared peptide and, in greater extent, in cells treated with the 

peptide incubated for 24 hours with copper in a 1:1 ratio; instead, incubated alone 

peptide does not influence cellular viability in a particular way. After a longer 

incubation time (144 hours) toxicity decreases for both peptide incubated with copper 

and peptide incubated without copper (Fig. 42).  

 
Figure 42 - MTT assay after 48 hrs of treatment with different Aβ25-35 (3 µM) preparations on 

SH-SY5Y cells. In the sample containing CuSO4, the ratio Cu
2+

/peptide is equal to 1:1. Data are means ± 

S.D. (n=4) of 3 independent experiments. Inc. is incubated. 

These data are in agreement with the ones seen with Th-T assay; it is conceivable an 

evolution of the aggregation process, which finishes with the formation of not toxic 

structures. This process is influenced by the presence of metals which, altering the 

aggregates structure, cause a slowdown in the evolution to not toxic structures. 

Particularly, metal-incubated peptide toxicity is strongly evident within 24 hours of 

incubation before cells treatment; vice versa, the peptide incubated without copper 

quickly loses this toxic effect. This hypothesis is sustained by the observation that after 

a longer incubation period the peptide reaches not toxic aggregation states, even in 

presence of metals. Cellular viability is negatively influenced even by the freshly 
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prepared peptide, because of the presence of soluble toxic oligomers, which 

spontaneously form during the cells treatment time at 37°C. 

ANALYSIS OF THE EFFECTS OF Aβ25-35 AND 

CONDITIONED MEDIUM ON CELL VIABILITY  

A growing numbers of studies carried out in the past years show the vascular system 

plays a more and more critical roles in physio-pathological processes of the nervous 

system. Endothelial cells are in fact an essential element in the study of neurovascular 

unit. In order to understand if the endothelial cells, subjected to stressors, are able to 

release factors into the culture medium which may carry out a protective action against 

the neurons, endothelial cells (RBE4) were treated for 48 hours with Aβ25-35. Both 

conditioned medium from treated and untreated endothelial cells were then used for 

treating neuroblastoma cells (SH-SY5Y) (Fig. 43). 

 
Figure 43 - MTT assay after 48 hrs of treatment with Aβ25-35 fresh (20 µM) on SH-SY5Y cells. The 

conditioned medium (CM) was obtained from endothelial cells (RBE4) treated for 48 hours with the same 

peptide at a concentration of 5 µM. Data are means ± S.D. (n=4) of 3 independent experiments.  

The data obtained after treatment of SH-SY5Y cells show a higher cell viability for 

cells treated with the conditioned medium from untreated RBE4 cells compared to 

control (untreated cells). This suggests that the production of “beneficial” factors  in 
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respect of SH-SY5Y cells does not depend on cellular stress. Even the cells treated 

with conditioned medium from RBE4 cells treated with Aβ25-35 show a greater 

vitality, but much less pronounced. It could explained as follows: 1) decrease in the 

number of cells secreting factors, following mortality Aβ25-35-induced; 2) ability of 

Aβ25-35 to obstruct/block the mechanism that leads to the production of the protective 

factors. 

The SH-SY5Y cells treated with Aβ25-35 show a lowering of vitality of about 40% 

compared to control. The cells treated simultaneously with the conditioned medium 

from RBE4 cells (both treated and untreated) and Aβ25-35 show a significantly higher 

viability compared with cells treated with only the Aβ25-35, clearly demonstrating the 

beneficial effects of the factors produced by endothelial cells. Instead, there were no 

significant differences between SH-SY5Y cells treated with different conditioned 

media (from treated and untreated RBE4 cells) and Aβ25-35, although in the absence 

of the stressor their effect on viability was very different, even though still “positive”. 

Future experiments will be aimed for understanding this phenomenon. 

In order to identify the possible release of αB-crystalline, a heat shock protein (HSP), 

into the culture medium, the medium of RBE4 cells treated with Aβ25-35 was analyzed 

by αB-Crystalline Immuneset (Fig. 44). 

 

Fig. 44 - ELISA with αB-crystalline Immuneset of conditioned medium from endothelial cells (RBE4) 

treated with Aβ25-35 fresh (1 to 10 µM for 48 hrs). Data are means ± S.D. (n=3) of 3 independent 

experiments. CM is conditioned medium.  
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It was found  a roughly linear relationship between the concentration of Aβ25-35 used 

to treat the cells and the release of αB-crystalline in the culture medium. This is in 

agreement with literature data in which increased production of HSPs (in our case 

αB-crystallin), necessary for both the proper folding of proteins and the cell protection, 

is connected to events of cellular stress.  

Using a standard curve it was calculated that the concentration of αB-crystalline in the 

medium conditioned from Aβ25-35-RBE4 cells was about 5 ng/mL. 

AGGREGATION ANALYSIS OF hA17-29 THROUGH Th-T 

ASSAY  

The ability of different preparations of hA17-29 to form β-sheet structures was 

analyzed by Tioflavin T (Th-T) assay. Both incubated samples (alone and in the 

presence of CuSO4) have given a fluorescence signal greater than the fresh sample 

(control), showing that the incubation favors the formation of β-sheet structures by the 

peptide fragment (Fig. 45).  

 
Fig. 45 - Thioflavin T (Th-T) assay on three different preparations of hA17-29. 

The peptide, immediately after being taken from the freezer (-80°C), was dissolved 

in DMSO and led to the concentration of aggregation (100 µM) in PBS 0,01 M. The 

sample "fresh" was prepared immediately before being analyzed. The incubated 

samples were kept in the temperature controlled (37°C) with [CO2] of 5% and 

examined after 48 hours. In the sample containing CuSO4, the ratio Cu
2+

/peptide is 

equal to 1:1. In time course experiments 48 hrs of incubation produced the higher 

Th-T value. Th-T 3 µM was incubated with hA17-29 (5 µg/ml) for 10 min. 

Fluorescence emission were measured at 450/482 ex/em. 
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The highest fluorescence value has been supplied from the sample incubated in the 

absence of CuSO4. This suggests that the presence of the metal cation (Cu2+) may 

counter/destabilize the formation of Th-T positive structures. 

To understand how the incubation period can influence the formation of β-sheet 

structures by hA17-29, the process was followed over time (0-72 hours) (Fig. 46).  

 
Fig. 46 - Thioflavin T (Th-T) assay on different preparations of hA17-29. The peptide, immediately after 

being taken from the freezer (-80°C), was dissolved in DMSO and led to the concentration of aggregation 

(100 µM) in PBS 0.01 M. The sample "fresh" was prepared immediately before being analyzed. The 

incubated samples were kept in the temperature controlled (37°C) with [CO2] of 5% and examined every 24 

hours (24-48-72 hours). In the sample containing CuSO4, the ratio Cu
2+

/peptide is equal to 1:1.  

All samples incubated in the time interval considered have given a fluorescence signal 

greater than the fresh sample (control), showing that the incubation favors the 

formation of β-sheet structures by the peptide fragment. The state of aggregation 

changes as a function of incubation time. The highest fluorescence value has been 

supplied from the sample incubated in the absence of CuSO4 for 48 hours. For longer 

periods of incubation the β-sheet structures appear to decrease, probably favoring the 

formation of Th-T negative precipitable macrostructures. The presence of CuSO4 

shown a general inhibitory effect on β-sheet formation (Th-T positive structures).  
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AGGREGATION ANALYSIS OF hA17-29 THROUGH AFM 

In order to obtain some information about the structure of the aggregates related to 

changes in micro-environment,  peptide samples incubated in presence of three major 

elements present within the cells, such as copper, zinc and ribose, were analyzed by 

AFM after 48 hours of incubation at 37°C (Figg. 47-50).  

 

Fig. 47 - AFM images of hA17-29 100 µM fresh. This sample was prepared immediately before being 

analyzed. 

 
Fig. 48 - AFM images of hA17-29 100 µM incubated with copper for 48 hrs at 37°C. The ratio 

Cu
2+

/peptide is equal to 1:1. 
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Fig. 49 - AFM images of hA17-29 100 µM incubated with zinc for 48 hrs at 37°C. The ratio Zn

2+
/peptide 

is equal to 1:1. 

 
Fig. 50 - AFM images of hA17-29 100 µM incubated with zinc for 48 hrs at 37°C. The ratio 

ribose/peptide is equal to 10:1.  

The fresh sample (Fig. 47) does not present any kind of aggregates. 

The incubation time, as shown previously in experiments with Thioflavin-T, favors the 

formation of aggregated structures. Fig. 48 shows how the copper destabilize these 

structures, favoring the formation of oligomers. 
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Fibrillary aggregates of varying length, thin and unbranched, are visible in the sample 

incubated with Zn2+ (Fig. 49). 

At last, the presence of ribose favors the formation of large aggregates (Fig. 50). 

TOXICITY ANALYSIS OF hA17-29 THROUGH MTT ASSAY  

In order to evaluate the relationship between aggregation state and toxicity, SH-SY5Y 

cells were treated for 48 hours with different preparations of hA17-29. The data 

obtained showed a decreased ability to reduce MTT, then less vitality, compared to 

control (Fig. 51), for all the samples hA17-29-treated.  

 

Fig. 51 - MTT assay after 48 hrs of treatment with different hA17-29 (25µM) preparations on SH-

SY5Y cells. In the sample containing CuSO4, the ratio Cu
2+

/peptide is equal to 1:1. Data are means ± S.D. 

(n=4) of 3 independent experiments. 

It can not be excluded any further changes in the status of aggregation during cell 

culture treatment, thus explaining the toxicity of freshly prepared peptide. The viability 

decreases in relation to time of incubation of the peptide. The pre-incubation in the 

presence of CuSO4 further increases the toxicity of the peptide in fact the stronger 

decrease in cell viability was detected for the treatment with the peptide incubated in 

the presence of CuSO4. This decrease of viability could also depend on the formation 

of toxic free radical species produced as a result of Fenton reactions.  
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Preliminary experiments were performed to analyze both the effect of the conditioned 

medium from endothelial cells (RBE4) and the possible biochemical pathways linked 

to it. The following antibodies were used during pretreatment: Anti-Flk1 (VEGFR-2) 

and Anti-p75 (NGFR).  

The data obtained after treatment of SH-SY5Y cells showed a higher cell viability for 

cells treated with the conditioned medium from RBE4 cells compared to control (Fig. 

52). This confirms our previous data. The SH-SY5Y cells treated with hA17-29 

showed a lowering of vitality of about 20% compared to control. The cells treated 

simultaneously with the conditioned medium from RBE4 cells and hA17-29 showed a 

significantly higher viability compared with cells treated with hA17-29 only, clearly 

demonstrating the beneficial effects of the factors produced by endothelial cells.  

 

Figure 52 - MTT assay after 48 hrs of treatment with hA17-29 (20 µM) fresh, after a 2 

hours pre-treatment with antibodies (2.5 µg/ml), on SH-SY5Y cells. The conditioned 

medium (CM) was obtained from endothelial cells (RBE4) cultured for 48 hours.  

It is of great interest hot the cells pre-treated with antibodies have provided a result 

almost superimposable. In both cases they have reversed the effect of the conditioned 

medium, lowering the viability to about 80%. The cells treated with antibodies and 

hA17-29 showed a lowering of viability of about 40% compared to control. The value 

of low viability may depend on whether the cells are differentiated and therefore have 
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stopped dividing early. This idea comes from the observation by phase contrast 

microscope of the cells after 48 hours of treatment (Fig. 53).  

 

Figure 53 - Photos obtained with phase contrast microscope showing the possible cell differentiation 

in response to synergistic action between antibodies and hA17-29..  

Future experiments will be aimed for understanding this phenomenon. 
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MONITORING INTRACELLULAR NITRIC OXIDE 

PRODUCTION USING MCE AND LIF DETECTION  

Bulk cell analysis 

NO production in the cells was measured using DAF-FMDA. Cells were co-labelled 

with 6-CFDA that was used as an internal standard to account for differences in cell 

viability, esterase activity, and volume.  

Although DAF-FM is very selective for NO, Sweedler’s group has shown that it reacts 

with DHA to produce derivatives (DAF-FM DHAs) with a fluorescence profile similar 

to that of DAF-FM T. Therefore, they employed capillary electrophoresis with LIF 

detection to separate DAF-FM T from DAF-FM DHA interference.  

The migration time for the DAF-FM DHA peak using ME was therefore investigated. 

The DAF-FM DHA was separated from DAF-FM T and 6-carboxyfluorescein (6-CF) 

as shown in Fig. 54. 

 

Figure 54 - Separation of DAF-FM T, DAF-FM DHA, and 6-CF using microchip 

electrophoresis with laser-induced fluorescence detection. Separation voltage was 2400 V 

(separation) and 2200 V (sampling). Run buffer consisted of 10 mM boric acid, 7.5 mM SDS, pH 

9.2. Separation channel length was 5 cm. The final concentration of 6-CF was 0.024 µM. The 

DAF-FM DHA peak corresponds to a cellular concentration of ascorbate of 1.45 mM and the DAF-

FM T signal corresponds to 200 nM NO.  

Jurkat cell line has been shown to express inducible nitric oxide synthase (iNOS) 

following stimulation with LPS. Cells of the same passage number were divided into 
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two groups. One group was subjected to LPS stimulation and the other group was 

maintained under the native conditions. Fig. 55 show typical electropherograms 

obtained for stimulated and native cells, respectively. 

 

Figure 55 - Comparison of (A) LPS-stimulated and (B) native cell 

lysate. Separation conditions were the same as those in Fig. 52. 

The first large peak is DAF-FM T and the second distinct peak corresponds to 6-CF. 

Peak identification was confirmed by incubating cells individually with either 

DAF-FMDA or 6-CFDA. The migration times for DAF-FM T and 6-CFDA in 

stimulated cells were 38.1 ± 0.3 s, and 53.1 ± 0.2 s, respectively. In native cell lysate, 

the migration times were 36.8 ± 0.3 s, and 51.5 ± 0.6 s. Slight shifts in migration times 

between runs is expected with PDMS substrates. Peak height reproducibility for 

DAF-FM T and 6-CFDA was between 2-13% in these studies. Under our separation 

conditions, DAF-FM T and DAF-FM migrate in the same position; however, DAF-FM 

is weakly fluorescent. Since DAF-FM has been reported to be photo-oxidized to 

generate a fluorescent product, DAF-FM solutions were protected from light during all 

experiments.  
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A negligible amount of fluorescence due to DAF-FM was observed in the blank 

electropherogram (Fig. 56). 

 

Figure 56 - Electropherograms of DAF-FM T prepared using different concentrations of 

NO and NO calibration curve. Separation conditions were the same as those in Fig. 54. 

A small peak corresponding to DAF-FM DHA was also observed in the cell lysates 

samples as shown in Fig. 53. The Jurkat cells used in these studies were cultured in 

ascorbate-free medium. It has been reported that, under these conditions, the 

intracellular concentration of ascorbate should be close to zero. In a separate study 

using microchip electrophoresis with electrochemical detection, ascorbate was 

undetectable in the (underivatized) cell lysate (data not showed).  

The DAF-FM T/6-CF peak height ratio can be used to estimate the relative 

concentrations of NO produced by the cells. This ratio showed that there was a 120% 

increase in NO production in LPS-stimulated cells compared to native cells. The 

percent increase was calculated based on the peak height ratios for DAF-FM T and 

6-CF, and was calculated as follows: 
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During these experiments, it was noted that the cell pellets obtained from the 

stimulated cells were consistently smaller than those obtained for native cells, 

indicating that the excessive NO produced during stimulation could be causing cell 

apoptosis. Infact, Jurkat cells have been used as a model for the evaluation of the 

treatment of leukemic cancer cells by NO-generating drugs. Realizing that the 

concentration of NO measured by ME-LIF for the bulk cell lysates is very likely 

influenced by the large amount of cell death, the number of viable cells before and after 

each timulation (just prior to lysis) was measured using the Trypan blue exclusion 

assay. While native Jurkat cells (control experiment) typically increase their population 

by ~12-30% during a 3-h period, we determined that cells treated with 1.5 mg mL-1 

LPS have a mortality rate of up to 69% during the same time frame. This substantial 

amount of cell death is associated with cytotoxic concentrations of NO produced by 

iNOS during stimulation, which greatly reduces the number of cells analysed in bulk. 

This can be seen in Fig. 55 A. The electropherograms corresponding to the LPS-

stimulated cell lysate do not show a dramatic increase of overall fluorescence response 

for the DAF-FM T peak compared to the native cells. However, only 46% of the cells 

survived after LPS stimulation; thus, the concentration of NO detected per stimulated 

cell was, in fact, much greater than in native cells. In addition, the comparison of the 

DAF-FM T/6-CF peak height ratios obtained for native and LPS-stimulated cells 

clearly showed increased NO production in LPS-stimulated cell lysates. The average 

ratio for DAF-FM T/6-CF for native lysates was 0.69, while that for LPS-stimulated 

cells was 1.61 in the electropherograms shown in Fig. 55. The higher ratio in 

stimulated cells is due to an increase in NO production, resulting in a DAF-FM T peak 

of greater intensity. For three different sets of LPS-stimulated and native cell lysates, 

there was 120% increase or 2.2 ± 0.2 times higher NO production in LPS-stimulated 

cells.  

To estimate the intracellular concentrations of NO in a single cell, a calibration curve 

for NO, using DEA/NO as an NO donor, was constructed. The NO standards were 

reacted with DAF-FM under conditions similar to the cell experiments (pH 7.4 and 

37°C). A calibration curve was constructed by reacting appropriate concentrations of 

NO released by DEA/NO with DAF-FM and monitoring the response using the 

microchip electrophoresis device (Fig. 56). A linear response was observed from 0.125 
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to 4 µM with a correlation coefficient of 0.998. The limit of detection was estimated to 

be 40 nM at S/N=3 (based on a 125 nM NO standard solution at a S/N of 9 in Fig. 56). 

Using the cell counts obtained for each set of native and stimulated cells (the same 

three LPS-stimulated and native cell lysate data sets used for DAF-FM T/6-CF ratio 

calculations were used), the concentration of NO produced per cell could be estimated. 

Fig. 57 shows bar graphs for the average intracellular concentration of NO in native 

versus LPS-stimulated cells.  

 

Figure 57 - Comparison of calculated average NO concentration 

in a single LPS-stimulated and a native Jurkat cell (n=3, p<0.05). 

For these calculations, the volume of a Jurkat cell was assumed to be 

0.5 pL. 

As can be seen in Fig. 57, there was an approximately 2.5-fold increase in NO 

production in a single LPS-stimulated cell 1.5±0.4 mM versus native cell 0.6±0.1 mM. 

The calculated NO concentration in a LPS-stimulated cell is statistically significant 

compared to the calculated NO concentration in a native cell (paired t-test, p<0.05). 

These values for NO production are very similar to those reported by Goto et al. for 

macrophages stimulated with LPS. These results confirmed our previous observations 

of elevated concentrations of NO in LPS-stimulated cells along with an increased 

mortality rate. 
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Single cell analysis 

The initial experiments employed a previously published design shown in Fig. 37 A, 

previously shown in materials and methods. 

 
Figure 37 - A is the initial chip design. B is a schematic of improved microfluidic chip used for single cell 

lysis experiments. The lysis intersection of the microchip is shown in the inset. The solid arrows indicate the 

direction of bulk fluid flow while the broken arrows show the direction of electrophoretic migration (µp). 

In this design, cells are loaded into reservoir 3 and flowed through the intersection to 

waste (reservoir 5). However, we found that reproducible injection of the cell lysate 

was difficult to realize with this design due to difficulty in precisely controlling the 

volumetric flow rates in the channel manifold using an external syringe pump. The 

flow rates on these devices are in the low nL/min range, and the flows from all of the 

channels at the lysis intersection must be carefully balanced in order to generate 

reproducible and complete injection of the lysate from the cell into the separation 

channel. Unpredictable changes in flow resistances over the course of a run due to 

partial obstructions in the various channels and small changes from device to device in 

terms of flow resistance make it difficult to reliably adjust the flow. In addition, there is 

a lag time in terms of when the flow rate is changed on the external pumping device 

and when this change is seen at the lysis intersection. 

To improve the ruggedness and overall operation of the microfluidic device, therefore, 

we altered the manner in which the cells were transported into the channel intersection 

of the chip (region marked by black circle in Fig. 37 B). In the new design, cells are 

placed in reservoir 2 and are transported to the lysis area of the chip using the 

hydrodynamic flow generated by a syringe pump in withdrawal mode at reservoir 5. In 

this configuration, the cells make a 90º turn into the main channel where they 

encounter a DC electric field sufficient to lyse the cells. The lysate is then 
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electrophoretically injected into the separation channel while the cell debris is 

hydrodynamically shunted to a waste channel. 

Fig. 58 shows consecutive image frames grabbed from a video demonstrating the lysis 

of individual Jurkat cells loaded with Oregon Green using this device.  

 
Figure 58 - Still images obtained from a video of Jurkat cells lysing. The cells in 

frame A are hydrodynamically transported toward the lysis intersection. In frame B, the 

cells at the intersection encounter an electric field that causes them to lyse. In frames C–

E, the cell lysate is electrophoretically transported down the separation channel while 

the cell debris is shunted to the waste channel. 

The first image, Fig. 58 A, shows cells approaching the lysis channel. In the second 

image (Fig. 58 B), the cells have entered the lysis channel and are lysed by the electric 

field. In the next two frames (Figg. 58 C, 58 D), the fluorescent lysate is seen traveling 
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into and down the separation channel electrophoretically toward the anode. The 

velocity of the lysate was 1.44 mm/s. It took less than 33 ms, the length of time 

between consecutive video frames, to completely lyse the cell. The cell debris was 

transported into the waste channel more efficiently with this design than previous in 

designs (Fig. 58 E). In addition to the cell transport redesign, the flow rates on this 

device were more easily controlled by inserting an adjustable flow splitter into the line 

between the chip and syringe pump (Fig. 37 B). 

A major advantage of this new design is that a DC electric field could be used for cell 

lysis rather than the high voltage AC electric field previously reported. This is 

important, as the high field AC requires a specialized and expensive generator. In 

addition, the DC electric field strength necessary for consistent cell lysis and lysate 

injection was less than half that of the previously reported required AC electric field 

strength. The constant voltage applied between reservoirs 1 and 4 (Fig. 37 B) generated 

a field strength of ~ 375 V/cm in the cell lysing region of the chip. The significantly 

lower field strength requirements are due to the substantially longer residence time of 

the cell in the lysis field and the fact that the cell lysate 1 does not need to change 

migration direction in order to be injected into the separation channel. The run buffer 

contained 2% BSA (w/v), which served as a dynamic coating to reduce the adhesion of 

cell membranes and other biomolecules to the microchip channel surfaces. BSA also 

substantially reduced the electroosmotic flow in the separation channel. Under these 

separation conditions, the electrophoretic mobilities of the two negatively charged 

reporting dyes used for the NO experiments described below were greater than the 

electroosmotic flow. Therefore, the analytes were detected as they travelled toward the 

anodic buffer reservoir (reservoir 4 in Fig. 37 B) following injection into the separation 

channel. 

When performing very high throughput analysis of single cells, it is crucial that the 

electrophoretic separation is fast and that the peaks exhibit high separation efficiencies. 

Unfortunately with this device design, it was not possible to directly determine the 

number of theoretical plates obtained for the analytes of interest in single cells because 

the cells entered the intersection randomly during any particular run. Instead, the 

migration velocities of the 6-CFDA and DAF-FM were calculated from videos of the 

lysate migration under the same separation conditions as those used to obtain single 

point separations. The calculated migration velocities (e.g. 1.44 mm/s for 6-CFDA) 
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from these videos were used to convert the temporal peak variances measured on the 

electropherograms to spatial variances so that the peak dispersion could be calculated 

and compared to predicted values. The predicted (or theoretical) peak dispersion values 

were calculated based upon the published diffusion coefficient of fluorescein together 

with the peak broadening expected from the parabolic flow generated in the separation 

channel from the syringe pump. 

The fluidic resistances in the channel manifold were designed so that the overall flow 

out of the separation channel was only about 3% of the flow going into channel 5. The 

experimentally determined peak dispersion coefficient was 1.1×10-5 cm2/s. The 

predicted dispersion from diffusion (4.5×10-6 cm2/s) and the hydrodynamic (parabolic) 

flow (negligible compared to the diffusion) in the separation channel was ~4.5×10-6 

cm2/s. The experimentally measured value is only ~2.5 times that of the predicted 

value. Given the crude and indirect nature of these measurements, the agreement is 

remarkably good and shows that the separations are behaving as expected. 

The optimized microfluidic device described above was then used to determine NO 

production in a population of individual Jurkat cells. 

Cells were stimulated with LPS. Control cells were treated in the same manner, but 

were not exposed to LPS. Fig. 59 shows typical electropherograms obtained for native 

cells.  

 
Figure 59 - Electrophoretic separation of dyes released from individual cells. These 

are 20 s and 30 s segments from a 120 s run. Each cell produced a peak envelope 

consisting of one tall peak due to partially hydrolyzed 6-CFDA (6-CFp) and a shorter 

doublet ~3 s later due to fully hydrolyzed 6-CFDA (6-CF) and DAF-FM T.  
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Fig. 60 shows typical electropherograms obtained for stimulated cells. 

 
Figure 60 - Electrophoretic separation of dyes released from individual cells. There 

is a marked increase in DAF-FM T peak height relative to the 6-CF peak following 

stimulation. 

The intracellular production of NO production in the cells was measured using 

DAF-FMDA. The cells were co-labeled with 6-CFDA, which was used as an internal 

standard to account for variation in fluorescence intensity when using different 

microchips and for differences in cell size (volume) as well as variations in esterase 

activity. The fluorescence yield of 6-CFDA was not affected by the presence of 

intracellular NO. The analytes present in the cell lysates were detected using 

laser-induced fluorescence at a distance of 5 mm from the intersection on the 

separation channel.  

Three distinct peaks are observed (Figg. 59-60). The first tall peak indicates partially 

hydrolyzed 6-CFDA (6-CFp). The second peak is the completely hydrolyzed 6-CFDA 

(6-CF). The last peak is the benzotriole derivative of DAF-FM (DAF-FM T) that 

corresponds to the NO concentration in the cell. The peak identities were verified by 

labeling a separate batch of cells with the individual dyes.  

The device was then used for the analysis of populations of control and stimulated 

cells. Due to the lack of a “cell standard,” it was not possible to directly quantitate the 

amount of NO produced in these experiments. However, the ratio of DAF-FM to the 

products of the 6-CF hydrolysis could be used to evaluate the relative change in NO 
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production in basal versus stimulated cells. Table 3 shows the DAF-FM T, 6-CF and 

6-CFp peak height and peak area ratios.  

 
Table 3 - The upper table contains the average peak area ratios while the lower table 

contains the average peak height ratios. The standard deviations for each measurement 

are reported in parentheses. 

As can be seen from this table, the ratio of the two products of 6-CF does not change 

upon stimulation, but the ratio of DAF-FM T to either of these “internal standards” 

doubles (Table 3). 

The addition of LPS resulted in an increase in NO production as shown by the relative 

increase in the DAF-FM T peak compared to the 6-CF and 6-CFp peaks in Fig. 60 

versus the control cells in Fig. 59. A histogram of the distributions of the DAF-FM 

T/6-CF ratios for 100 stimulated versus 100 control cells is shown in Figg. 61-62. 

 
Figure 61 - Histogram of DAF-FM T/6-CF peak area ratios calculated for 100 

native cells (dark grey) and stimulated cells (light grey). 
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Figure 62 - Histogram of peak height ratios calculated for 100 native cells (dark 

grey) and stimulated cells (light grey) (same cells of Fig. 59). The peak ratios of 

cells increase due to increased NO production following stimulation of Jurkat 

cells with LPS for 3 h. 

The relative increase in NO production for the stimulated cells was calculated using 

equation 1 below: 

 

Both the peak height and peak area ratios indicate a twofold increase in NO 

concentration following 3 hrs stimulation of cells with LPS (Table 3).  

A comparison of the means of two independent samples t-test between the relative NO 

concentrations in the native and stimulated cells shows the difference to be statistically 

significant for the both peak height and peak area ratios (n=199; p<0.0005).  

There are a variety of potential interferences that can arise when using DAF-FMDA as 

a probe molecule for NO. For example DAF-FM can produce a fluorescent species due 

to photo-oxidation of the probe, contamination of DAF-FM T or formation of 

interfering products due to dehydroascorbic acid. Also, DAF-FM can produce 

fluorescence species by superoxide. However, DAF-FM does not produce interfering 

products due to peroxynitrite (low concentrations, below 10 µM), nitrite and H2O2. 

Although, H2O2 can enhance the fluorescence of DAF-FM when NO is present. These 

issues were addressed in our bulk cell studies paper which was previously published in 

Analytical Methods [404]. In that study we showed the separation of DAF-FM DHA 
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(the fluorescent product due to dehydroascorbic acid) from DAF-FM T and that only a 

negligible peak due to DAF-FM DHA was observed. Under the present separation  

conditions DAF-FM and DAF-FM T co-migrate; however we observed negligible 

fluorescence from DAF-FM itself. Additionally, Hoegger’s group has shown that 

DAF-FM can form fluorescence products during DAF-FM freeze-thaw cycles. To 

prevent these issues we made new DAF-FMDA stock solutions for each set of 

experiments. 

All of the data shown in Figg. 59-60 were obtained from cells using the same device 

over the course of sequential 14 runs – 7 for the native cells and 7 for the stimulated 

cells. At least 20 cells were detected for each run, but 20 cells were not always 

analyzed due to peak overlap. The results obtained for the video analysis and the 

diffusion coefficient measurements were obtained using separate devices. We did not 

perform quantitative device-to-device comparisons in these studies. However, in all 

cases, a single device could be used multiple times before failing. 

Bulk vs Single cell analysis 

We have recently published a report on the NO concentration levels in native and 

stimulated Jurkat bulk cell lysates using microchip electrophoresis with LIF detection 

[404]. The stimulation and measurement parameters used in these studies were carried 

out as closely as possible to those used in the previous paper. This makes it possible to 

compare these single cell analysis results with those obtained previously via bulk cell 

measurements. The average DAF-FM T/6-CFDA peak height ratios are 2.3±0.15 times 

greater for the stimulated cells compared to the native cells. The average single cell 

results are in remarkably close agreement (twofold increase) to the bulk cell analysis 

results which showed a 2.2±0.2 increase upon LPS stimulation.  

In our previous paper the average amount of NO produced per cell was quantitated 

using a true NO standard with the average native cell producing 0.6±0.1 mM NO and a 

stimulated cell producing 1.5±0.4 mM NO. Given the similar conditions under which 

the experiments were performed and the similar increase seen in the DAF-FM T/6-CF 

peak height and area ratios, it is probable that the average amount on NO in the cells is 

comparable to these previous results. 
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NITRITE (NO2

-) PRODUCTION IN RAW 264.7 CELLS  

In order to evaluate the relationship between inflammation and NO production, RAW 

264.7 cells were treated/stimulated with LPS alone and together with IFN-γ.  Nitrite 

(NO2
-) production, the stable end product of nitric oxide metabolism, was measured at 

24 and 44 hours. As shown in Fig. 63 the nitrite production was greater for cells treated 

with LPS together with IFN-γ both after 24 and 44 hours. 

 

 
Figure 63 - Production of nitrite in RAW 264.7 cells. Cells were treated with LPS (100 ng/ml) 

alone or together with IFN-γ (600 U/mL). Levels of nitrite were quantified using Griess reagent 

after 24 and 44 hrs. Native cells, used such a control, are untreated. 
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In order to evaluate the relationship between NO production and iNOS activation, two 

different inhibitors of this enzyme were used. Furthermore, it was examined the effect 

on nitric oxide production of two other molecules, ascorbic acid and L-carnosine. The 

following figure (Fig. 64) shows the result that was obtained. 

 

 

Figure 64 - Production of nitrite in RAW 264.7 cells. Final [ ] in culture: LPS = 100 ng/mL - IFN-γ = 600 

U/mL - L-NAME & L-NMMA = 1 mM - Ascorbic acid (AA) = 2 mM - Carnosine: 20 mM. L-NAME, 

L-NMMA, AA and carnosine were used in pre-treatment (1 h). Native cells, used such a control, are 

untreated. Data are means ± SEM (n=4) of 3 independent experiments.  
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As expected the nitrite production in RAW 264.7 cells treated with inhibitors was 

comparable to the control (untreated cells), confirming that NO production of these 

cells was dependent of iNOS activation. Even in cells pre-treated with ascorbic acid 

NO production was very low, suggesting an inhibitory role in respect of NO production 

or its degradation to nitrite. Interestingly the cells treated with L-carnosine have 

produced the largest amount of nitrite, suggesting a synergic action between LPS and 

IFN-γ. Future experiments will be aimed at understanding of this possible synergic 

action. 

Analyzing the pictures of these cells subjected to different treatments, it was observed a 

marked cellular differentiation in the stimulated samples, especially in the sample 

treated with LPS, IFN-γ and L-carnosine (Fig. 65).  

 
Figure 65 - Pictures obtained with phase contrast microscope showing the possible cell differentiation 

in response to different treatment. 

This suggests a dual role for L-carnosine: promoting cell differentiation and increasing 

NO production in this type of cells. 
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Culturing RAW 264.7 cells using 25 cm2 flask, experiments were carried out to 

evaluate the difference between nitrite concentrations inside and outside the cell. 

Data in Figg. 66-68 clearly show how the nitrite production is greater outside the cells.  

 
Figure 66 - Nitrite production outside the cell by RAW 264.7 cells. Final [ ] in culture: LPS = 100 

ng/mL - IFN-γ = 600 U/mL - L-NAME (pre-treatment 1 h). Native cells, used such a control, are 

untreated. Stimulation time is 24 hrs. Data are means ± SEM (n=4) of 3 independent experiments. 

 
Figure 67 - Nitrite production inside RAW 264.7 cells. Final [ ] in culture: LPS = 100 ng/mL - IFN-

γ = 600 U/mL - L-NAME (pre-treatment 1 h). Native cells, used such a control, are untreated. 

Stimulation time is 24 hrs. Data are means ± SEM (n=4) of 3 independent experiments. 
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Figure 68 - Different nitrite production inside and outside of RAW 264.7 cells. Final [ ] in culture: LPS = 

100 ng/mL - IFN-γ = 600 U/mL - L-NAME (pre-treatment 1 h). Native cells, used such a control, are 

untreated. Stimulation time is 24 hrs. Data are means ± SEM (n=4) of 3 independent experiments. 

Both inside and outside the cell concentration of nitrite is greater for the stimulated 

cells (LPS together with IFN-γ). In both cases nitrite production is very low for the 

cells treated with the inhibitor, confirming once again the role of iNOS in nitric oxide 

and then nitrate production. 

The experiments using culture flasks were carried out in anticipation of future 

experiments to be done using microchip electrophoresis and laser-induced fluorescence 

detection. 

IN VITRO METABOLISM OF DYN A 1-17 IN CENTRAL 

NERVOUS SYSTEM TISSUES 

Elevated concentrations of dynorphin have been implicated in a variety of neurological 

disorders. Consequently, elucidating the metabolic profile of Dyn A 1-17 in the central 

nervous system is essential to understanding the role it plays in vivo. Toward this end, 

in vitro metabolism studies were performed with both rat brain and spinal cord slices. 

To ascertain that accurate results were attainable in modified PBSA (mPBSA), the 

stability of Dyn A 1-17 in mPBSA was determined at room temperature and at 37°C 

over ten hours. The dynorphin concentration remained constant throughout (data not 

shown). There was no appearance of metabolites over time, however, the Dyn A 1-17 
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standards did contain peaks for the Dyn A 1-8, 1-13, and 2-17 metabolites even at the 

initial (t = 0) timepoint. The concentrations of these compounds were constant and did 

not increase during the stability study (Figg. 69-70).  

 

Figure 69 - Dynorphin metabolite concentrations in Dyn A 1-17 standards (1 µM) 

in mPBSA at 25°C. Values were constant over time as represented by the standard 

deviations (n=10). 

 

Figure 70 - Dynorphin metabolite concentrations in Dyn A 1-17 standards (1 µM) 

in mPBSA at 37°C. Values were constant over time as represented by the standard 

deviations (n=10). 
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The presence of dynorphin metabolites in Dyn A 1-17 standards could be contaminants 

from the synthetic process. The metabolite peaks were seen even when fresh Dyn A 

1-17 standards were made and analyzed immediately. The concentrations also did not 

change over time which would have been expected if the Dyn A 1-17 was undergoing 

degradation in mPBSA. 

If the peaks were due to contaminants from the synthetic process, one would expect an 

increase in the fragment concentrations when higher Dyn A 1-17 concentrations were 

used. However, the same concentrations were observed when both 1 µM and 25 µM 

Dyn A 1-17 stocks were analyzed. Another explanation is that in-source fragmentation 

is occurring, producing smaller peptidic ions at the electrospray source. This is a 

commonly reported phenomena when analyzing peptides by electrospray and is 

especially common for peptides with multiple charge sites. Data for these fragments 

(1-8, 1-13, and 2-17) is therefore presented as percent increase in concentration during 

the study duration (4 hours) to account for the initial metabolite concentrations present 

due to contamination or in-source fragmentation.  

For Dyn A 1-6 which is not present as a contaminant, the change in concentration from 

t =0 to t=240 minutes is plotted.  

Once the stability of the parent peptide was established, in vitro metabolism could be 

investigated in rat brain and rat spinal cord samples. The tissue slice was placed in 

mPBSA and prior to the addition of Dyn A 1-17, a basal sample was collected and 

analyzed via LC-MS/MS (Figg. 71-72).  

 

Figure 71 - Basal rat brain slices spiked with 1 µM internal standard 

(bradykinin). Overlays ofextracted ion chromatograms for Dyn A 1-6, 1-8, 

1-13, 1-17, 2-17, and bradykinin. Only one peak is observed for bradykinin. 
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Figure 72 - Rat spinal cord slices spiked with 1 µM internal standard 

(bradykinin). Overlays ofextracted ion chromatograms for Dyn A 1-6, 1-8, 

1-13, 1-17, 2-17, and bradykinin. Only one peak is observed for bradykinin. 

No dynorphin peaks were observed in this sample with either tissue. 

Dyn A 1-6 was the most abundant metabolite of Dyn A 1-17 in the presence of three 

separate rat brain slices, although the overall concentrations and time course of 

metabolism varied as can been seen in Figg. 73-74.  

 
Figure 73 - Appearance of Dyn A 1-6 in rat brain slices. Each graph represents data from 1 rat. 

Concentrations (µM) are normalized to total protein content.  
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Figure 74 - Appearance of Dyn A 1-6 following Dyn A 1-17 metabolism in the presence of 

rat brain slices. Bar graph plots the average values (µM peptide/mg of protein) at t=0 and 

t=240 min, standard deviation as error bars n=3. Experiments performed in mPBSA at 25°C. 

Dyn A 1-13 and Dyn A 2-17 were produced to a much lesser extent than Dyn A 1-6, 

exhibiting 23.0% and 27.8% increases, respectively, from the initial levels observed 

due to in-source fragmentation. Dyn A 1-8 did not significantly increase over time. The 

average percent increase for Dyn A 1-8, 1-13, and 2-17 following 4 hour incubation 

with rat brain slices is summarized in Table 4. 

 

Table 4 - Average percent increase of dynorphin metabolites 4 hour following incubation of 

Dyn A 1-17 with rat brain slices. Standard deviations in parentheses, n=3. 

The presence of Dyn A 1-6 as a metabolite in rat brain was previously confirmed by 

copper complexation with capillary electrophoretic separation and UV detection. 

In addition to investigating the metabolism of Dyn A 1-17 in rat brain slices, the 

metabolism in rat spinal cord slices was also investigated. Again Dyn A 1-6 was 

observed as the most abundant metabolite. The time course of Dyn A 1-6 appearance 

was even more varied than in the rat brain samples.  
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In the first rat (Fig. 75, blue diamonds), the Dyn A 1-6 appears to undergo additional 

metabolism itself after two hours in the presence of rat spinal cord, shown by the 

decrease in concentration after the two hour sample.  

 

Figure 75 - Appearance of Dyn A 1-6 in rat spinal cord slices. Each graph represents data 

from 1 rat. Concentrations (µM) are normalized to total protein content. 

In the third rat (Fig. 75, green triangles), Dyn A 1-6 is only produced to a small degree 

(less than 0.1 µM/mg of protein) until just after 2 hours when a rise in the metabolite 

concentration occurs. Dyn A 1-13 and 2-17 were also produced, only to a much lesser 

degree. Again, an increase in Dyn A 1-8 concentration was not observed.  

The average percent increase for Dyn A 1-8, 1-13, and 2-17 following 4 hour 

incubation with rat spinal cord slices is summarized in Table 5. 

 
Table 5 - Average percent increase of dynorphin metabolites 4 hour following incubation of 

Dyn A 1-17 with rat spinal cord slices. Standard deviations in parentheses, n=3. 

Some of the differences observed here can be attributed to inter-animal variability. 

Factors such as the age and weight of the animal can alter their metabolism. The 

isolation of the spinal cord was also a more tedious surgery. Unlike the brain (which is 

easily removed as a whole organ and then sliced in a reproducible way), often the 
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spinal cord was removed in small segments. Therefore, there was more variability with 

regard to the section of the spinal cord that was used in each experiment. Additionally, 

the viability of the tissues over the course of the study also plays a significant role in 

these studies. Rat central nervous system tissues are known to degrade more rapidly 

than the CNS tissues of other mammalian species (bovine and human for example). 

This would explain the increase in variability observed at the later timepoints of the 

metabolism studies. 

Appearance of Dyn A 1-6 following Dyn A 1-17 metabolism in the presence of rat 

spinal cord slice is shown in Fig. 76. 

 
Figure 76 - Appearance of Dyn A 1-6 following Dyn A 1-17 metabolism in the 

presence of rat spinal cord slices. Bar graph plots the average values (µM 

peptide/mg of protein) at t=0 and t=240 min, standard deviation as error bars n=3. 

Experiments performed in mPBSA at 25°C. 

IN VITRO METABOLISM OF DYN A 1-17 IN THE PRESENCE 

OF BBMECs  

In addition to investigating the metabolism of Dyn A 1-17 in the presence of rat brain 

and spinal cord, the metabolism in the presence of BBMECs was also explored. Wells 

without added Dyn A 1-17 were used as a control, and no dynorphin peaks were 

observed in the control wells throughout the duration of the experiment (data not 

shown). Percent increase in each of the metabolites was again calculated to account for 

the initial levels of fragmentation produced at the electrospray source. 
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The time course of Dyn A 1-17 metabolism is seen in Fig. 77.  

 

Figure 77 - Metabolism of Dyn A 1-17 in the presence of BBMECs following a 1 µM spike 

(n=3). Experiment performed in mPBSA at 37 °C. 

A clear decrease in Dyn A 1-17 concentration over time is apparent. In order to identify 

the appearance of metabolites over time, LC-MS/MS data is presented as percent 

increase over the duration of each four hour study. No appreciable increase in Dyn A 

1-8, 1-13, or 2-17 concentrations were observed as summarized in Table 6.  

 
Table 6 - Average percent increase of dynorphin metabolites 4 hour following incubation of 

Dyn A 1-17 with BBMECs. Standard deviations in parentheses, n=3. 

Low amounts of the peptides were present for the duration of the study due to in-source 

fragmentation; however, in each of the wells, the concentration did not change over 

time. The concentration of Dyn A 1-6 however did increase over time. The presence of 

Dyn A 1-6 as a major metabolite of 1-17 agrees well with the previously reported 

metabolism in the rat brain and rat spinal cord. Therefore characterizing the transport 

of this metabolite at the blood brain barrier could contribute to a better understanding 

of the role dynorphin may play in neuropathic pain and other neurological disorders. 
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Appearance of Dyn A 1-6 in the presence of BBMECs following incubation with 1 

µM Dyn A 1-17 is shown in Fig. 78. 

 

 

Figure 78 - Appearance of Dyn A 1-6 in the presence of BBMECs following incubation with 1 µM Dyn 

A 1-17. Each trace is 8data from 1 well of a 12 well cell culture plate (A). Average concentration (n=3) in the 

initial sample (t=0 min timepoint, blue) and the concentration following a 4 hour incubation (t=240 min, red) 

(B). Experiment performed in mPBSA at 37°C. 
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BLOOD BRAIN BARRIER PERMEABILITY OF DYN A 1-6, A 

MAJOR METABOLITE OF DYN A 1-17  

Dyn A 1-6 has been identified as a major metabolite of the parent peptide Dyn A 1-17 

in both the central nervous system (brain and spinal cord) as well as in peripheral 

tissues (blood and plasma). For this reason, the BBB permeability of Dyn A 1-6 was 

investigated, using BBMECs grown on polycarbonate membranes and mounted in 

Side-by-SideTM diffusion chambers. Fluorescein was utilized as a low permeability 

control following all experiments to examine monolayer integrity. 

Dyn A 1-6 permeability was screened by the above method. Both the directional and 

temperature dependence of Dyn A 1-6 permeability were determined. The apparent 

permeability coefficient of Dyn A 1-6 was calculated to be Papp=6.59x10-5 cm/s 

(±1.74x10-5, n=4), in the apical to basolateral direction, and Papp=6.43x10-5 cm/s (± 

1.61x10-5, n=4), in the basolateral to apical direction. There was no difference in the 

permeability based on direction (Fig. 79).  

 
Figure 79 - Bi-directional apparent permeability coefficients of Dyn A 1-6 (n=4 in each direction). 
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A decrease in permeability was observed at 4°C, Papp=1.11x10-5 cm/s (± 2.90x 0-6, n=4, 

p<0.005) indicative of a carrier-mediated transport system (Fig. 80). 

 
Figure 80 - Temperature dependence of the apical to basolateral transport of Dyn A 1-6 (n=4 

at each temperature) p<0.005. 

Fluorescein was utilized as a control following the end of each experiment. Values for 

fluorescein permeability are presented in Fig. 81. 

 

Figure 81 - Effect of pre-treatment with 18.6 µM Dyn A 1-6 on the BBB permeability of the low 

molecular weight, low permeability marker, fluorescein (10 µM), n=4. 
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An interesting observation was made when the fluorescein permeability controls were 

analyzed following studies with Dyn A 1-6. It was found that the permeability values 

for fluorescein were increased following the Dyn A 1-6 exposure at 37°C. However, at 

4°C the permeability coefficient of fluorescein was not affected by the peptide. This 

effect was further investigated by incubating mounted monolayers for 2 hours in 

mPBSA at 37°C. Following the 2 hour incubation, 0, 20, and 100 µL of mPBSA were 

removed and replaced with Dyn A 1-6 resulting in final concentrations in the chamber 

of 0, 18.6, and 46.6 µM. The fluorescein permeability increased in a linear fashion with 

increasing exposure to Dyn A 1-6, R2= 0.9995..  

The permeability values for Dyn A 1-6 in the apical to basolateral and basolateral to 

apical directions fall along this line, as shown by the purple and orange data points in 

Fig. 82, suggesting that this peptide is responsible for increasing BBB permeability.  

 
Figure 82 - Effect of pre-treatment with varying Dyn A 1-6 concentrations (blue diamond) on the BBB 

permeability of the low molecular weight, low permeability marker, fluorescein (10 µM). Fluorescein 

permeability without Dyn A 1-6 incubation (red diamond), fluorescein permeability following 240 min Dyn 

A 1-6 pretreatment A to B (purple triangle) and B to A (orange diamond ), and fluorescein permeability 

following 120 min Dyn A 1-6 pretreatment at 4°C (green triangle). Also shown are literature values for the 

permeability of fluorescein alone (x) and following pre-treatment with leucine-enkephalin (+).  
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A similar phenomenon was observed by Thompson and Audus with the opioid peptide 

leucine enkephalin, and the reported values for fluorescein permeability both with and 

without leucine enkephalin pretreatment are also plotted in Fig. 82. 
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DISCUSSION 

Data obtained in our experiment show that Aβ25-35 after incubation at 37°C, 

spontaneously forms amorphous or fibrillary aggregates. In presence of copper 

Aβ25-35 fibrillogenesis undergoes changes, tightly linked to the time of incubation, 

especially in the shift from one species to another. These changes may be related to the 

toxicity degree measured after treatment of neuroblastoma cell cultures (SH-SY5Y). 

Cellular toxicity increase, induced by incubation with copper, may be explained with a 

slowdown in the evolution toward non-toxic structures, and a consequent stabilization 

of oligomeric aggregates, notoriously much more toxic than fibrillary species. 

In our experiments it was seen that the incubation favors the formation of β-sheet 

structures by hA17-29. The state of aggregation changes according to incubation time. 

The presence of copper in solution slows the fibrillogenesis process, and favors the 

stabilization of oligomeric species, instead other factors such as zinc and ribose favor 

the formation of large aggregates. The neuroblastoma cells viability decreases in 

relation to incubation time of the peptide fragment. The pre-incubation in the presence 

of copper further increases the toxicity of the peptide. This decrease of viability could 

also depend on the formation of toxic free radical species produced as a result of 

Fenton reactions. 

The use of conditioned medium from RBE4 has allowed us to highlight the key role of 

the interactions between endothelial and neuronal cells in the proper functioning of the 

“neurovascular unit”. The brain endothelial cells may in fact produce potent 

neuroprotective factors. The combined use of antibodies to block specific membrane 

receptors has allowed the identification of such factors may be actually involved in the 

protection against neurotoxicity induced by amyloid peptides. It is known that the 

conditioned medium from endothelial cells contains several factors, including VEGF. 

In our experiments blocking the receptor Flk-1 with a specific antibody, it was found 

the protective effect of the conditioned medium to be eliminated, demonstrating the 

involvement of VEGF in neuroprotection due to endothelial cell conditioned medium. 

Among the possible reasons for the protective effect of conditioned medium from 

RBE4 the production of αB-crystallin has been taken into consideration. The 

production of αB-crystallin has been shown directly proportional to the concentration 

of Aβ25-35 peptide used to treat cell cultures. This is in agreement with literature data 
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in which increased production of HSP, necessary for the proper folding of proteins and 

for the cell protection, is  connected to events of cellular stress. The αB-crystallin has 

cytoprotective effect by inhibiting protein aggregation, and disrupting the proteolytic 

activity of caspase 3. It protects against oxidative stress. In vitro it inhibits the fibrils 

formation by different amyloidogenic proteins, including the β-amyloid. In addition, 

αB-crystallin plays a key role in the expression and excretion of VEGF, thus 

participating, even if indirectly, to the neuroprotective mechanisms. 

A microchip electrophoresis method using DAF-FMDA and 6-CFDA with LIF 

detection was described for the quantitation of intracellular NO concentrations in bulk 

cell lysates. This method was used to quantitate intracellular concentrations of NO in 

native and stimulated Jurkat cells. It was found that the average intracellular NO 

concentrations for LPS-stimulated and native Jurkat cells were 1.5 mM and 0.6 mM, 

respectively. These results provide an average value of NO production per cell. 

We have developed an integrated glass/PDMS hybrid microfluidic device for high 

throughput analysis of single cells. The device uses a new channel manifold design to 

significantly improve the reliability and robustness of the cell lysis and lysate injection. 

Intracellular detection of NO in single cells was accomplished using DAF-FMDA and 

6-CFDA. The single cell analysis system was used to determine the increase in NO 

production following stimulation with LPS. A three-hour stimulation of the cells with 

LPS resulted in a 2-fold increase in NO production. A comparison of bulk and single 

cell NO measurements was performed, and the average NO production in single cells 

compared well to the increase measured at the bulk cell level. In future studies, we will 

incorporate electrodes in the bulk and single cell analysis chips for the simultaneous 

detection of NO, peroxynitrite as well as other molecules that play an important role in 

inflammation including glutathione, ascorbic acid and nitrotyrosine by microchip 

electrophoresis with amperometric detection. 

The influence of several factors on the production of nitric oxide by macrophages was 

investigated. It was seen that both the stimulation with LPS alone or together with 

IFN-γ leads to increased production of nitrates (therefore NO) compared to the control. 

Furthermore, it has been established the role of iNOS in the production of NO. Our 

experiments have also shown that L-carnosine , which is involved in many cellular 



P a g e  | 115 

 

processes, has a dual role: it increases the production of nitrite and promotes cell 

differentiation. 

In our experiments we used the Griess assay to measure nitrite in both inside and 

outside the cell. We have shown that under stress conditions within the stimulated cells 

have a higher concentration of nitrates when compared to the control (untreated cells). 

Also the production of nitrates outside of stimulated cells was much greater than the 

amount of nitrates inside. 

The metabolism of Dyn A 1-17 has been characterized in the presence of rat brain and 

spinal cord slices as well as in the presence of BBMECs, an in vitro model of the BBB. 

Dyn A 1-6 was found to be the predominant metabolite in each of these systems. The 

transport of this metabolite across the BBB was then characterized and was found to be 

bi-directional. Dyn 1-6 transport was decreased at 4°C indicating energy (ATP) driven 

transport mechanism. The metabolite was also found to increase the permeability of the 

blood brain barrier to a low molecular weight, low permeability control substance, 

fluorescein. Such effects suggest a role of this dynorphin metabolite in the opening of 

the blood brain barrier, and potentially a role of the metabolite in the neurotoxic effects 

of Dyn A 1-17. Further studies would be necessary to determine the mechanism by 

which this opening occurs. 
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