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Chapter 1IntrodutionA Wireless Sensor Network (WSN) is a olletion of nodes organized intoa ooperative network, typially operating in an unattended environment.Eah node is equipped with a proessing element, a radiofrequeny transeiv-er (usually with a single omnidiretional antenna), a number of sensors andatuators, memories (data, program, �ash) and a power soure. From thefuntional point of view, nodes an be lassi�ed as soures, sinks and routers.Soures are sensor nodes that monitor a de�ned phenomenon (e.g. temper-ature) and transmit data, whereas sink nodes are those whih ollet andproess data. Routers are nodes that are in harge of forwarding data fromsoures toward the sink(s). Nodes an play multiple roles at the same time,e.g., soures may also at as routers. Moreover, multiple nodes an takepart in data proessing before delivering data to the �nal destination.When a WSN is designed, multiple on�iting requirements should bemet simultaneously. On the one hand, nodes should have su�ient omput-ing and storage apabilities and enough bandwidth for transmission, theyshould be able to work autonomously and may have di�erent QoS require-ments (e.g. limited end-to-end delay). On the other hand, devies shouldhave low osts and limited energy onsumption, so that long lifetime an beahieved. Although the orret trade-o� between these on�iting require-ments is dependent on the spei� WSN appliation, most of the researhon WSNs fouses on how to inrease the network lifetime.In order to meet the long-lasting requirement, WSN nodes typially fea-ture low-power proessors and very small memories. However, this is notsu�ient, as the energy onsumption in WSNs is typially dominated bythe node ommuniation subsystem osts rather than by proessing osts.1



1. IntroductionIn order to prolong the nodes' lifetime, and thus the lifespan of the networkas a whole, as muh as possible, strategies aiming at reduing energy on-sumption have to be implemented at all the di�erent levels of the networkprotool stak. This is why literature o�ers many ommuniation proto-ols aiming at reduing energy onsumption, implemented at the variouslevels of the protool stak, from the physial up to the appliation layer,and even ross-layer approahes to save energy are found in the literature.An overview of the existing literature on WSN ommuniation is given inSetion 1.1.Industrial appliations an take advantage of the lower ost and easierdeployment of WSNs as ompared to traditional industrial networks [1℄.While the deployment of a traditional industrial network infrastruture isostly and time-onsuming, WSNs only need a minimal infrastruture, ifany. In addition, WSNs allow greater �exibility and salability than tra-ditional industrial networks. In industrial senarios a WSN may be usedto redue the networking ost of less ritial ontrols and/or to onnetdi�erent network ells (i.e., dediated �eldbuses) for monitoring purposes.However, industrial WSNs have both di�erent requirements and di�erentarhitetures than traditional WSNs [2℄. In industrial WSNs the most im-portant requirement is to ahieve a preditable behaviour and bounded la-teny. Energy still plays a role, but is less ruial than in traditional WSN,as industrial WSNs are not supposed to be unattended for long periods.Conerning network arhiteture, unlike traditional WSNs whih typiallyhave to work without any infrastruture, an industrial WSN is usually on-neted to a real-time wired bakbone (e.g., Industrial Ethernet or a real-time �eldbus), beause data �ows required by ritial ontrol loops annotbe transmitted over the wireless medium. A more detailed explanation ofthe di�erenes between lassial and industrial WSNs is given in Setion 1.2.Suh di�erenes make the existing protools for lassial WSNs unsuitable,or just inonvenient, for the implementation of industrial WSNs.This thesis investigates novel approahes at di�erent levels of the proto-ol stak, whih are expliitly developed for industrial WSNs. As it will beexplained in Setion 1.3, the proposed mehanisms and protools addressdi�erent hallenges (e.g., robustness to the interferenes, better bandwidthexploitation, energy e�ieny, bounded end-to-end transmission delay), butall of them pursue the ommon objetive of making WSN tehnology readyfor the demands of modern �exible industries.2



1.1. Overview of the communication protocols for classical WSNs1.1 Overview of the ommuniation protools forlassial WSNsAs sensor nodes are typially battery-operated, energy saving is a majordesign issue in lassial WSNs. It has been proven that the ommuniationost for sensor nodes is muh higher than the omputational ost. Forthis reason, when deploying a WSN, the network topology, and thus thedistane between ommuniating nodes, is a ruial aspet. In some asessensors an be put in plae in a ontrolled way, so the WSN an be builtin an energy-e�ient way if a suitable node plaement strategy is followed.However, in most pratial ases sensor nodes are randomly sattered overthe �eld, so WSNs are self-organizing and deployed in an ad ho fashion,and the network topology annot be set aording to any strategy targetingenergy onsumption. As a result, in order to prolong the network's lifetimeas muh as possible, approahes aiming at reduing energy onsumptionhave to be implemented at all the di�erent levels of the network protoolstak, from the physial up to the appliation layer, and even ross-layerapproahes to save energy are found in the literature.The strategies working at the physial layer try to redue system-levelpower onsumption through hardware design or by means of suitable teh-niques, suh as Dynami Voltage Saling or duty yle redution. The ap-proahes operating at the data link layer typially exploit low-power MACprotools aimed at reduing the main auses of energy wastage, i.e., ol-lisions, overhearing, idle listening and the protool overhead due to theexhange of a high number of ontrol pakets. At the network layer energyonsumption is mainly dealt with in data routing.Energy-saving routing protools for WSNs an be lassi�ed into fourmain ategories, i.e., optimization-based, data-entri, luster-based, andloation-based. Suh ategories are not neessarily disjoint, and some ex-amples of routing algorithms mathing multiple ategories an be found.Examples given here are the TEEN [3℄ and the APTEEN [4℄ protools,whih are both data-entri and luster-based.1.1.1 Optimization-based protoolsA broad spetrum of routing algorithms for WSNs aiming at reduing theenergy onsumption of sensor nodes are present in the literature. Some ofthem take energy into aount expliitly when routing sensor data, and for3



1. Introductionmost of them the main goal is the optimization of some metri. For thisreason, we will heneforward refer to them as optimization-based energy-aware routing protools. Example of metris to be minimized are the energyonsumed per message, the variane in the power level of eah node, theost/paket ratio, or the maximum energy drain of any node.Trying to minimize the energy onsumed per message may lead to poorrouting hoies, as some nodes ould be unneessarily overloaded and thusould quikly extinguish their batteries. A more e�etive option, if all nodesare equally important for the WSN to operate orretly, is to try to balanethe battery power remaining in the nodes, as there is no point in havingbattery power remaining in some nodes while the others have already runout of power. Minimization of the ost/paket ratio involves labeling dif-ferent links with di�erent osts and then hoosing the best option so as todelay the ourrene of network partitioning as long as possible. On theother hand, the idea of minimizing the maximum energy drain of any nodederives from the onsideration that network operations start to be ompro-mised when the �rst node exhausts its battery, so it is advisable to minimizebattery onsumption in this node.A number of optimization-based power-aware routing approahes try tomaximize network lifetime. They target network survivability, meaning thattheir goal is to maintain network onnetivity as long as possible. To ahievethis goal, �optimal� routes that avoid nodes with low batteries and try tobalane the tra� load are hosen [5℄. The use of optimization tehniques to�nd the minimum ost path, where the ost parameter takes energy (aloneor ombined with other metris) into aount, is proposed. However, theminimum ost path approah has a drawbak in terms of network lifetime inthe long term. In fat, a protool whih, one it has found an optimal path,uses only that path for routing will eventually deplete the energy of thenodes along the path. As large di�erenes in the energy levels of the WSNnodes ould lead to undesired e�ets suh as network partitioning, suitablesolutions have been developed. A notable example is the Energy-AwareRouting protool [6℄, where network survivability is pursued by hoosingnot a single optimal route, but a set of good routes, i.e., sub-optimal pathswhih are seleted in a probabilisti way.
4



1.1. Overview of the communication protocols for classical WSNs1.1.2 Data-entri protoolsUnlike the optimization-based routing algorithms desribed above, otherrouting protools for WSNs obtain low power onsumption for sensor nodeswithout expliitly dealing with energy onsiderations when performing routeseletion, but implementing mehanisms whih redue energy wastage. Oneof the main auses of energy wastage in WSNs is data redundany, whihderives from a ombination of a lak of global identi�ers (as no IP-like ad-dressing is possible in WSNs) and the random deployment of sensors, whihin many ases makes it di�ult, if not unfeasible, to selet a spei�ed setof sensors within a given area. To solve this problem, data-entri routingapproahes were introdued. In these approahes, data is named using high-level desriptors, alled meta-data, and data negotiation between nodes isused to redue redundany. Another approah to redue data redundany(and the onsequent energy wastage) is by performing data aggregation atthe relaying nodes, whih onsists of ombining data from di�erent souresand eliminating dupliates, or applying funtions suh as average, mini-mum and maximum. Data aggregation also overomes the overlap prob-lem, whih arises when multiple sensors loated in the same region sendthe same data to the same neighbour node. Thanks to data aggregationsigni�ant energy savings an be ahieved, as omputation at sensor nodesis less energy-onsuming than ommuniation. When performed throughsignal proessing tehniques, data aggregation is referred to as data fusion.Aording to the kind of routing protool, data aggregation may be a taskperformed by speial nodes or any node in the network. Notable exam-ples of data-entri routing protools whih perform data aggregation forenergy-saving purposes are SPIN [7℄ and Direted Di�usion [8℄, whih inturn inspired several other protools.1.1.3 Cluster-based protoolsAnother ritial aspet for energy onsumption is the presene of nodeswhih, being either loser to the sink or on the optimal (e.g. minimum-ost) path to the sink, perform more relaying than the other nodes, thusdepleting their energy reserve faster than the others. When suh nodes runout of energy, network survivability is ompromised, and when all the nodeslosest to the sink die, the sink itself beomes unreahable. To avoid thisproblem, hierarhial or luster-based routing was introdued. In luster-based routing, speial nodes alled luster heads form a wireless bakbone to5



1. Introductionthe sink. Eah of them ollets data from the sensors belonging to its lusterand forwards it to the sink. In heterogeneous networks, luster heads maybe di�erent from simple sensor nodes, being equipped with more powerfulenergy reserves. In homogeneous networks, on the other hand, in order toavoid a quik depletion of luster heads, the luster head role rotates, i.e.,eah node works as a luster head for a limited period of time. Energysaving in these approahes an be obtained in many ways, inluding lusterformation, luster-head eletion, et. Some of these approahes also performdata aggregation at the luster-head nodes to redue data redundany andthus save energy. Notable examples of luster-based routing protools areLEACH [9℄ and its extensions suh as TEEN [3℄ and APTEEN [4℄.Derived from the luster-based protool is a ommuniation model wherenodes are not expliitly grouped into lusters, but eah node only ommuni-ates with a lose neighbour and takes turns to transmit to the base station,thus reduing the amount of energy spent per round. This is alled hain-based approah, as data goes aross a hain of nodes, from the soures tothe �nal destination. This lass of protools will be disussed in a moredetailed way in Chapter 6, Setion 6.1.1.1.4 Loation-based protoolsLoation-based routing protools use position information for data relaying.Loation information an be exploited for energy-e�ient data routing inWSNs as, based on both the loation of sensors and on knowledge of thesensed area, a data query an be sent only to a partiular region of the WSNrather than the whole network. This feature of loation-based routing pro-tools may allow for a signi�ant redution in the number of transmissionsand thus in the power onsumption of sensor nodes.The Geographi and Energy-Aware Routing (GEAR) protool, de-sribed in [10℄, whih uses an energy-aware metri along with geographi-al information to e�iently disseminate data and queries aross a WSN.Unlike other geographial protools not spei�ally devised for sensor net-works, suh as the well-known Greedy Perimeter Stateless Routing (GPSR)protool [11℄, this protool addresses the problem of forwarding data toeah node inside a target region. This feature enables GEAR to supportdata-entri appliations.SPEED [12, 13℄ ia another well-known loation-based protoolwhih ombines feedbak ontrol and non-deterministi geographi forward-6



1.1. Overview of the communication protocols for classical WSNsing to ahieve to manage the QoS. The basi idea is to maintain a desireddelivery speed aross the sensor network. A similar approah is used inRPAR [14℄, where transmission power adaptation is used to �nd a trade-o�between delivery speed and energy e�ieny.1.1.5 Topology management protoolsTopology management protools are a slightly di�erent approah to savingenergy than standard routing protools, as they do not diretly operatedata forwarding. These protools run at a lower level of the network stak,i.e. just under the network layer. Their objetive is to improve the energye�ieny of routing protools for wireless networks by oordinating thesleep transitions of nodes. Several routing protools in fat try to enhanenetwork lifetime by reduing the number of data transmissions or balaningthe transmission power, but neglet idle power onsumption. However,several measurements, e.g. in [15, 16℄, show that idle power dissipationshould not be ignored, as it ould be omparable to the transmitting orreeiving power. Therefore, in order to optimize energy onsumption, nodesshould turn o� their radios. Topology ontrol protools exploit redundanyin dense networks in order to put nodes to sleep while maintaining networkonnetivity. They an be applied to standard routing protools for ad-honetworks or for WSNs that do not diretly handle sleep shedules. Althoughsome of them are designed for wireless ad-ho networks rather than WSNs,the typially high redundany of sensor nodes and the need for maximumenergy saving make WSNs perhaps the most suitable type of networks fortaking advantage of these protools.The Geographi Adaptive Fidelity (GAF) [17℄ protool, in order to putnodes into low-power sleep states without exessively inreasing the paketloss rate, identi�es groups of nodes that are �equivalent� in terms of routingost and turn o� unneessary nodes. This is ahieved by dividing the wholearea into virtual grids, small enough that eah node in a ell an hear eahnode from an adjaent ell. Nodes that belong to the same ell oordinateative and sleep periods, so that at least one node per ell is ative androuting �delity (whih requires that in any ell at any one time there is atleast one node able to perform routing [18℄) is maintained.In [19℄, another distributed oordination protool for wireless ad-honetworks, alled Span, is presented. The objetive of the Span protool isto redue energy onsumption without signi�antly reduing network a-7



1. Introductionpaity or the onnetivity of a multi-hop network. To ahieve this, Spanelets in rotation some oordinators that stay awake and atively performmulti-hop data forwarding, while the other nodes remain in power-savingmode and hek whether they should beome oordinators at regular in-tervals. Coordinators form a forwarding bakbone that should provide asmuh apaity as the original network.The Sparse Topology and Energy Management (STEM) protool pre-sented in [20℄ is a topology ontrol protool spei�ally designed for WSNs.The assumption of STEM is that nodes in a WSN may spend most of thetime only sensing the surrounding environment waiting for a target event tohappen. Thus, unlike other topology management shemes that oordinatethe ativation of nodes during the transmission phase, STEM optimizes theenergy e�ieny of nodes during the monitoring state, i.e. when no one issending data. STEM exploits the fat that, while waiting for events, thenetwork apaity an be heavily redued, thus resulting in energy savings.1.2 Di�erenes between lassial WSNs and indus-trial WSNsThere are important di�erenes between lassial WSNs, whih are ad-dressed by the protools disussed in Setion 1.1, and the industrial WSNswhih are addressed in this work. As previously mentioned, suh di�erenesinvolve both the requirements and the arhiteture of the networks. Themost relevant aspets onerning the di�erent arhiteture and requirementsare disussed in Setions 1.2.1 and 1.2.2, respetively.1.2.1 ArhitetureClassial WSNs are independent deployments of ad-ho networks, whihtypially run just one ollaborative monitoring appliation. They typiallyomprise a large number of nodes apable of monitoring a ertain phe-nomenon (e.g. temperature, luminosity, et.), proessing the relative dataand exhanging it amongst themselves as well as with a base station viaa Sink node. The nodes in a WSN are generally loated in the proximityof or inside the phenomenon they are monitoring. The environments in-volved are often remote or hostile to humans and in some ases the nodesare plaed in their environment in ways that are far from being ordered and8



1.2. Differences between classical WSNs and industrial WSN s

Figure 1.1: Arhiteture of a typial industrial network.preditable. A WSN therefore has to be autonomous, and able to on�gureitself automatially and to funtion without human intervention for as longas possible. Moreover, typial WSNs annot rely on any other infrastru-ture.Industrial WSNs, on the ontrary, are always oupled with wired indus-trial networks, suh as �eldbuses or industrial Ethernet. The reason is thatwireless networks di�er substantially from wired �eldbuses in two respets.Firstly, a wireless hannel experienes muh higher bit error rate than awired one. Seondly, the wireless medium is shared with other networks,thus it is subjet to external interferenes. As a result, it is not always fea-sible to replae wired networks with urrent wireless tehnologies. Rather,industrial WSNs integrate with wired networks, as they an greatly improve�exibility and open new possibilities for industrial appliations. These in-lude deployment of sensor nodes in settings where realizing a wired networkis not feasible or it would need prohibitively expensive safety erti�ations.As shown in Figure 1.1, typial industrial networks are hybrid and exhibit ahierarhial arhiteture, with one or multiple wired segments and one wire-less segment whih is used for the less ritial monitoring and ontrol tasksand/or to interonnet multiple wired segments. The main onsequeneis that industrial WSNs do not need to be independent and autonomouslike lassial WSNs. Rather, industrial WSNs an exploit the presene ofa wired infrastruture in order to provide better performane in terms of9



1. Introductionboth lateny and preditability.
1.2.2 RequirementsAs disussed in Setion 1.1, the most important requirement in typialWSNs is energy e�ieny, followed by the self-on�guration and self-adapta-tion apabilities whih are required in unattended deployments. Other om-mon requirements are high salability and low ost of the nodes. All theseharateristis are appreiated also in industrial WSNs, espeially salabil-ity. In fat, large fatories may inlude a very large number of nodes andhigh node density. Moreover, while suh networks should over a large areathe radio overage of sensor nodes is typially small. As a result, sensornodes must be able to perform routing in order to interonnet multiplewireless ells. However, in order to make WSNs suitable for fatory om-muniation, there are other requirements that have to be met.Preditability is probably the most important requirement for industrialommuniations. An industrial network shall provide tools allowing the enduser to simulate his network environment and determine in advane end-to-end performanes of the system suh as end-to-end lateny, the relevantabsolute jitter and network throughput. For this reason, an industrial WSNhas to make it possible to obtain (at least statistial) upper bounds on thedelivery time for appliation data over the network.Resistane to the interferenes is also a major onern. In fat, indus-trial WSNs operate in harsh environments with large metalli parts (ma-hines) and should onsider fators like high temperature, dust, vibrations,humidity, metalli surroundings, et. The network should tolerate potentialinterferenes and high variation of the radio signal strength.Finally, it is worth realling that industrial WSNs annot ompletely su-persede wired fatory ommuniation systems, beause they annot ompetewith wired networks in terms of performane and preditability. Rather, theaim of industrial WSNs is to omplement them and to allow a �exible wire-less extension of preexisting wired networks. As a onsequene, anotherimportant requirement of industrial WSNs is the ability to integrate withwired industrial networks.10



1.3. Research challenges and possible solutions1.3 Researh hallenges and possible solutionsAll the above mentioned requirements represent researh hallenges, towhih urrent literature has provided only partial solutions, if any. Beauseof the variety and the omplexity of suh requirements, it is not possibleto address all of them within one single ommuniation protool. On theontrary, a suite of protools working at di�erent layers is needed whihollaborate to ahieve ommon goals. A possible solution is the appliationof the Divide and Conquer paradigm, where eah layer of the protool stakaddresses just one requirement, or a few of them, while the areful ombi-nation of multiple tehniques working at di�erent levels leads to the desiredresults. This work goes in that diretion, providing di�erent tehniques andprotools working at di�erent layers of the protool stak and addressingone at a time the requirements disussed in Setion 1.2.2.Chapter 2 addresses the physial layer, in partiular the robustness ofIEEE 802.15.4 networks to ross-hannel interferene. The hapter providesa better understanding of ross-hannel interferene in o-loated IEEE802.15.4 industrial networks and proposes a general methodology for the as-sessment of IEEE 802.15.4 performane under di�erent ross-hannel inter-ferene onditions. This methodology allows a network designer to performon-site but aurate assessments and an be easily deployed in real indus-trial environments to perform measurements diretly in the environment-under-test. Finally, a ase study based on COTS IEEE 802.15.4 deviesis presented to show how to apply our methodology to a real senario andto disuss the results obtained with one or multiple interferers and varyingsome MAC level parameters.Chapter 3 addresses the salability problem at the MAC layer. Thehapter proposes a novel multi-hannel approah to the beaon ollisionavoidane problem. The novel approah enhanes salability of luster-treeIEEE 802.15.4 networks while allowing ontention-free sheduling, thanksto the use of multiple radio hannels in the same network. Moreover, aMultihannel Superframe Sheduling (MSS) algorithm is presented that,following the multihannel approah, an outperform the algorithms o�eredby urrent literature, whih use just one hannel.Chapters 4 and 5 address the problem of reduing energy onsumptionwhile introduing a preditable delay and follow an innovative approahthat is based on a topology management protool whih resides betweenthe MAC and the routing layer of sensor nodes. The topology management11



1. Introductionprotool presented in Chapter 4 rules both the ative/sleep yle of sensornode, taking are of the energy e�ieny, and data transmission shedule,avoiding ollisions and ensuring that the delay introdued by the sleep y-les is preditable. It also provides routing �delity, but it follows a statiapproah. Chapter 5 extends suh work, presenting a dynami topologymanagement protool that overomes the limitations of the stati approahintroduing support for event-driven data transmissions and node joiningat run-time and providing a novel adaptive tehnique for energy balaningamong nodes to further inrease network lifetime. The hapter providesa detailed desription of the dynami protool and simulation results onnetwork lifetime and routing performane with omparative assessments.Finally, Chapter 6 addresses preditable data delivery at the Routinglayer and integration between the industrial WSN and the wired indus-trial infrastruture. In partiular, this hapter proposes a network arhite-ture and a ommuniation protool, alled Cirular Chain Data Forwarding(CCDF), that not only supports integration with a wired industrial infras-truture, but also takes advantage of suh integration to deliver real-timeperformane, even to nodes that ould not be diretly overed by a sink. Toahieve this goal, a hain-based mehanism is used, whih integrates dataforwarding with the hannel aess strategy. Theoretial results, on�rmedby in-depth simulations, are provided to analyze the performane of theprotool in the ase of both error-free and error-prone hannels.
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Chapter 2Assessment of ross-hannelinterferene in IEEE 802.15.4networksThe IEEE 802.15.4 protool [21,22℄ is generally onsidered as one of the mostpromising options for low-ost low-power ommuniations in industrial en-vironments [23℄. As industrial WSNs usually omprise a large number ofsensors and atuators and typial appliations require small delays, sala-bility is a key issue [24℄. A viable solution is splitting a large network intoseveral smaller networks, interonneted through a wired or a wireless bak-bone. In order to support the requirements of industrial appliations andobtain reliable ommuniations, the interferene between the di�erent net-works has to be taken into aount. A possible option is the use of di�erentradio hannels for the di�erent networks, thus implementing a ellular arhi-teture. A similar approah has been presented in [25℄. The IEEE 802.15.4standard is suitable for this solution, as the physial layer an use up to 26di�erent radio hannels on three di�erent bands (although the majority ofCommerial O�-The-Shelf (COTS) IEEE 802.15.4 radios only support the16 hannels de�ned on the 2.4 GHz band). However, when a similar solu-tion is implemented, it is important to estimate the e�et of ross-hannelinterferene. Although in IEEE 802.15.4 there is no overlapping betweenadjaent radio hannels, the work [26℄ shows that atually some interfer-ene is present, due to spurious emissions aused by the O-QPSK oding.In that work, ross-hannel interferene is evaluated through both exper-13



2. Assessment of cross-channel interference in IEEE 802.15 .4 networksimental results and theoretial onsiderations on the oding of the IEEE802.15.4 physial layer. The tehnique desribed in this hapter is basedon the work in [26℄, but extends it in several respets. While [26℄ mainlydisusses the results of measurements performed in a spei� IEEE 802.15.4deployment, here the following ontributions are provided:
• A disussion on the urrent �best praties� to ope with ross-hannelinterferene in IEEE 802.15.4 networks, that pinpoints the main lim-itations of suh approahes.
• A generi methodology for the evaluation of ross-hannel interferenebetween IEEE 802.15.4 networks in industrial environments, whih al-lows for on-the-�y but aurate on-site assessments. As this methodol-ogy relies only on standard IEEE 802.15.4 primitives and omponents,it is generi and easy to adopt in real deployments.
• A ase study, whih shows how to apply the proposed methodologyto a real senario. The ase study platform, whih is based on COTSIEEE 802.15.4 devies, is desribed and the results obtained are dis-ussed.This hapter is organized as follows. Setion 2.1 gives an overview ofrelevant literature. Setion 2.2 introdues the problem of ross-hannel in-terferene in 802.15.4 networks and the urrent best praties suggested byIEEE 802.15.4 hardware manufaturers. Setion 2.3 desribes the method-ology proposed in this hapter and the assoiated testbed. Setion 2.4presents and disusses the results of measurements performed on a asestudy platform based on COTS IEEE 802.15.4 devies. Finally, Setion 2.5gives some onluding remarks.2.1 Coexistene of wireless networksInterferene between wireless networks has been extensively addressed inreent literature. In 2003, the IEEE published a doument of reommendedpraties [27℄ in whih the problem of o-existing 802.15.1 and 802.11b net-works is analyzed through both simulations and analytial models. Theproblem of wireless link assessment in industrial environments is addressedin [28℄ for IEEE 802.11 ommuniations. Theoretial and experimental14



2.1. Coexistence of wireless networksworks exist whih address interferene in Bluetooth networks used in indus-trial environments [29, 30℄. Delay performane and the paket loss proba-bility aused by a number of o-loated interfering pionets are analyzedin [31℄ and an upper bound on the paket error rate is analytially derived.In [32℄ the e�et of transient interferene under TDMA protools is eval-uated for dependability purposes. In [33℄ the impat of an IEEE 802.15.4network on an IEEE 802.11b one is studied. In [34℄ the in�uene of IEEE802.11 on IEEE 802.15.4 is analyzed and a model to estimate the paketerror rate obtainable in interferene onditions is given. In [35℄ the modelis extended, deriving the paket error rate of IEEE 802.15.4 networks underombined interferene from WLANs and Bluetooth networks. Empirialevaluations of the o-existene of IEEE 802.15.4 with IEEE 802.11, Blue-tooth and mirowave ovens are presented in [36℄. The work [37℄ assessesthe impat of CSMA/CA parameters on the IEEE 802.15.4 performanein the presene of interferene oming from IEEE 802.11, Bluetooth or thesame IEEE 802.15.4, but it emulates a simple industrial ontrol task toevaluate appliation-spei� performane and does not aim at providing ageneral method to obtain aurate on-site performane assessments. In ad-dition, it does not deal with ross-hannel interferene, as the interferingIEEE 802.15.4 networks are deployed in the same hannel. In [38℄, a sim-ulator that takes into aount oexistene issues between IEEE 802.11 andIEEE 802.15.4 is used to alulate the paket error rate of both networks.Conerning ross-hannel interferene, various experimental studies exist,whih mainly fous on the IEEE 802.11 protool family [39, 40℄. In [41℄the impat of ross-hannel interferene and other fators (suh as beaonframes and overhead aused by both aess points and WLAN adapters)on the performane of IEEE 802.11g networks is experimentally analyzed.In [42℄ the authors investigate the orrelation between spatial distane andhannel spaing to deal with interferene between onurrent transmissionsin a multihannel WSN. Their results, although interesting, are hardware-spei�, as they refer to a proprietary platform. Moreover, the authors donot target a real industrial senario, so their results are not diretly appli-able to IEEE 802.15.4 industrial networks. No methodologies are givento obtain appliation-related �gures, suh as paket error rate or latenyvalues, through on-site assessments.Cross-hannel interferene in IEEE 802.15.4 networks is also addressedby some appliation notes [43,44℄ relevant to spei� devies (Texas Instru-ments CC2420 and Freesale MC1319x, respetively). Both tehnial notes15



2. Assessment of cross-channel interference in IEEE 802.15 .4 networksaddress the reeiver jamming resistane (i.e., the degree to whih interfer-ers will impat the reeiver) and quantify the reeiver performane in thepresene of interferers through interferene rejetion measurements, whihshow the ompliane of the addressed radios with the IEEE 802.15.4 spei-�ations. However, all the measurements are performed in lab, onnetingthe transmitter and the reeiver through ables and attenuators to elimi-nate all the other soures of interferene. Furthermore, no in-air testing isperformed in [43℄, while some in-air assessment is outlined in [44℄, but it isonly a rough estimation of the interferene rejetion obtained with varyingfrequeny o�sets (< 25Mhz or > 25MHz, respetively) between the desiredarrier and the interferer. On the ontrary, the work [26℄ gives an insight onthe e�ets of ross-hannel interferene in a spei� IEEE 802.15.4 deploy-ment, providing both analytial results and experimental measurements.Di�erently from [26℄, in this hapter we provide a generi methodology toaurately assess the e�et of ross-hannel interferene in industrial IEEE802.15.4 networks. Thanks to the ombination of desriptive statistis anderror propagation theory, our methodology allows to obtain not only a re-alisti performane assessment of real industrial networks through on-sitemeasurements, but also the auray of paket loss and worst-ase PERmeasurements in terms of on�dene intervals. The proposed methodologyis truly generi, as it only relies on a simple testbed that uses only stan-dard IEEE 802.15.4 features and that an be easily deployed �on-site� inindustrial environments.2.2 On ross-hannel interferene in IEEE 802.15.4The IEEE 802.15.4 physial layer de�nes three di�erent radio bands, eahwith a di�erent data rate and a di�erent oding tehnique. Today, the mostwidely used is the 2.4 GHz band, whih belongs to the ISM band. Sixteendi�erent data hannels are de�ned around the 2450 MHz frequeny, eah ofthem having a 2 MHz bandwidth. The distane between two adjaent han-nels is 5 MHz. Nevertheless, beause of the O�set Quadrature Phase ShiftKeying (O-QPSK) modulation used at the physial layer, a small frationof the signal is spread as spurious emission outside the 5 MHz bandwidth,as shown in [26℄. In order to limit ross-hannel interferene, the IEEE802.15.4 spei�ations [21℄ impose a transmit power spetral density (PSD)mask, whih de�nes the upper bounds on the average spetral power of a16



2.2. On cross-channel interference in IEEE 802.15.4devie measured with a 100 kHz resolution bandwidth in frequenies dis-tant more than 3.5 MHz from the enter frequeny as 20 dB (relative to thepeek) and -30 dBm (absolute limit), respetively. The IEEE 802.15.4 stan-dard also de�nes the minimum jamming resistane for the reeiver so thatthe Paket Error Rate (PER) is less than 1% as 0 dB for an interferer inthe adjaent hannel and 30 dB for an interferer in the alternate hannel1,respetively. Aording to the IEEE 802.15.4 standard, suh a jammingresistane should be alulated using 20 byte pakets with a desired sig-nal power of −82 dBm and only one interferer. The proedure to omputethe jamming resistane for an IEEE 802.15.4 transeiver aording to thestandard is desribed in some appliation notes, suh as [43℄ and [44℄, whihrefer to spei� devies. In [44℄ the jamming resistane obtained from in-labmeasurements is used to alulate the minimum distane of the interfererso that the PER keeps under 1%. This relation is obtained using the pathloss equation to alulate the power of the desired signal given the distanebetween the transmitter and the reeiver. Then, using the inverse formula,the distane of the interferer that results in the desired jamming resistanevalue is obtained for the given transmitter/reeiver distane. We omputedthe jamming resistane for the adjaent hannel as desribed in [44℄, us-ing three Maxstream XBee modules, equipped with the same transeiveras in [44℄. The interferer transmitted a ontinuous2 modulated pattern ofpseudo-random data. Di�erently from [44℄, we performed in-air measure-ments in a real senario reproduing the working onditions typially foundin industrial ontexts and used the path loss equation in [21℄ to omputethe atual attenuation of the signals, i.e.,
Lp (d) =

{
40.2 + 20 log d, d < 8m

58.5 + 33 log d
8
, d > 8m.

(2.1)The distane between transmitter and reeiver was �xed to 2 m. The resultsof our measurements, given in Table 2.1, show that the jamming resistaneinreases with the distane between the interferer and the reeiver. In allour measurements the obtained jamming resistane is far better than theminimum value of 0 dB imposed by the standard. In the ase of 1.5 m dis-tane, we were not able to alulate the exat value, as the obtained paket1The adjaent hannel is one on either side of the desired hannel that is losest infrequeny to the desired hannel, and the alternate hannel is one more removed fromthe adjaent hannel [21, 22℄.2Using the spetrum analyzer in air, a 98.8% duty yle was assessed. 17



2. Assessment of cross-channel interference in IEEE 802.15 .4 networksInterferer Distane (m) 1.50 1.25 1.00 0.63 0.50Jamming Rejetion (dB) >23 23 19 15 8Table 2.1: In-air jamming resistane obtained with 2 m distane from trans-mitter to the reeiver.error rate (PER) was less than 1% even with the maximum interferer power.This means that the jamming rejetion was ertainly higher than the 23 dBvalue obtained with a 1.25 m distane from the interferer. These resultsalso show that there is a signi�ant di�erene between the jamming resis-tane values obtained through in-lab measurements, shown in [44℄, and theones measured on site. We onlude that urrent best praties that usein-lab jamming resistane and the path loss formula to obtain the minimumdistane between the PER and the interferer give only a rough informationto the network designer. For this reason, it is advisable to perform testingin the real working senario under realisti onditions. However, to per-form on-site aurate assessments on ross-hannel interferene, a suitablemethodology has to be arefully devised and the orresponding experimentaltestbed has to be deployed. This is exatly the main ontribution providedby this hapter.2.3 Testbed and MethodologyThe approah proposed in this hapter requires a simple testbed made upof portable and a�ordable omponents. The testbed onsists of a personalomputer (PC), in harge of ontrolling the transmitter (T ) and reeiver
(R) nodes through a serial onnetion, and one or more interferer nodes
(Ni) on�gured in suh a way to autonomously send frames on di�erenthannels at the same time. An auxiliary reeiving antenna onneted to aportable spetrum analyzer (S), if available, may be useful to detet externalsoures of interferene. Suh a testbed is generi, as it does not requireeither a partiular kind of radio modules or a spei� environment, as noassumptions on the environment are made (e.g., on the presene/abseneof obstales, on their shape, material, et.). It is possible to deploy suh atestbed using any IEEE 802.15.4 COTS modules, as long as they supportthe standard IEEE 802.15.4 primitives.An ordinary PC is onneted to the board on whih the wireless nodes18



2.3. Testbed and Methodology

Figure 2.1: Struture of the testbed.reside through a USB or RS232 port and an send ommands to eithermodify the network parameters or send data frames or read reeived frames.As in typial industrial senarios the presene of periodi interfering paketsis a realisti assumption [45℄, in our testbed interferer nodes periodiallytransmit the same paket for the duration of the measurement ampaign,without the need to attah a PC to the interferer nodes.2.3.1 MethodologyThe hoie of the parameters to be taken into aount in the measurementsis based on the sensitivity assessments made in [26℄, where the sensitivity ofthe testbed to the RSSI value returned by the IEEE 802.15.4 module versusdistane and the paket loss ratio versus interferene power level were an-alyzed. The results obtained showed that the experiened RSSI values arediretly related to the distane and are also quite stable, as the oe�ientof variation was below 2% in almost all the performed measurements. Thisagrees with other studies on the haraterization of IEEE 802.15.4 link qual-ity and signal strength, suh as [46℄. However, in [26℄ it was also shown thatRSSI is not a good indiator of the link quality in noisy environments, as itdoes not distinguish between the signal and interferene power. Moreover,on the fatory �oor meeting the appliation-related onstraints is manda-19



2. Assessment of cross-channel interference in IEEE 802.15 .4 networkstory and thus drives the WSN design hoies. As a result, reliability andtimeliness are the ruial requirements to be taken into aount. For thisreason, the performane indiators adopted here are lateny, paket loss andworst ase paket error rate (PER). They an be obtained as follows:Lateny estimationWhen dealing with wireless industrial ommuniations, given the typialtime-ritial requirements of the exhanged tra�, lateny is an importantparameter to be assessed. An estimate of the one-way latenies of data frametransmissions an be obtained by omparing the logs of sent and reeivedframes. To guarantee the temporal oherene of timestamps, the measure-ments have to be performed on the same PC, therefore with a ommonlok referene. Another important detail to be onsidered when evaluat-ing latenies is that, as the transmitter and reeiver modules are onnetedto the PC through a serial onnetion, an additional lateny is introduedin both the transmission and the reeption of a frame. As the amount ofdata to be transmitted is known and there is no ontention for the mediumaess, this delay an be estimated and subtrated from the one-way delay.In partiular, if a Ldata otet data frame has to be transmitted through thewireless onnetion, and a Lov otet overhead is needed to send the trans-mission (or reeption) ommand, the time spent for the transmission (orthe reeption) of a frame over the serial link is
TRS232 =

⌈
8 (Lov + Ldata)

Lbyte

⌉
(Lstart + Lbyte + Lparity + Lstop)

DRS232
(2.2)where Lbyte is the number of bits in every frame of the RS232 protool,

Lstart, Lparity and Lstop are the number of start, parity and stop bits re-spetively, and DRS232 is the baud rate of the serial onnetion. Consideringthat the propagation time an be negleted, the lateny an be alulatedas
Tframe = trx − ttx − TRS232rx − TRS232tx (2.3)where trx and ttx are the time instants of the frame reeption and transmis-sion, respetively, while TRS232rx and TRS232tx are the overheads for trans-mitting and reeiving a frame, respetively. However, the delay alulatedwith (2.3) inludes some overheads introdued by the operating system andommuniation ontrollers. To limit suh a jitter, it is advisable to reduethe omputational load on the PC as muh as possible and to keep in RAM20



2.3. Testbed and Methodologythe proper data strutures to trak the sending and reeiving of data frames,so that the jitter aused by bloking I/O funtions is avoided. Moreover,when a very high degree of auray in delay measurements is required, itis advisable to run the software under a real-time kernel.Paket Loss estimationIn our testbed, experiments are run by repeatedly sending pakets fromthe transmitter T to the reeiver R and ounting the times a paket sentby T is not reeived by the reeiver R. Suppose that, given a de�nedtransmitting power and a de�ned kind of interferene, eah paket has a�xed probability (1 − PL) to be suessfully reeived by the destination,and a probability PL to be lost. This assumption an be onsidered realistiin a well air-onditioned environment with no moving obstales [46℄. Underthis assumption the paket loss event will happen aording to a Bernoullidistribution, where the PL parameter represents the probability to have apaket loss.The best approximation of the PL probability is given by the sample mean
P̂L = 1

n

∑n
i=1

Xi , where n is the number of pakets transmitted in thewhole experiment and Xi are the results of a single paket transmission (1means that the paket has been lost, 0 means that the paket has beensuessfully reeived). Moreover, if the number of pakets that are sent ineah experiment is large, the on�dene bounds for PL an be obtainedthrough the formula
PL = P̂L± z1−α

2

√
P̂L(1− P̂L)

n
(2.4)where z1−α

2

is the z-sore of the standard normal distribution that deter-mines the desired interval of on�dene [47℄, e.g., 1.96 for 95% on�dene.Worst Case PER estimationTo obtain the worst-ase paket error rate, a onstant ross-hannel inter-ferene should be onsidered. As it is fully desribed in [26℄, even with aninterferer node that transmits data pakets periodially, our testbed makesit possible, under proper assumptions, to approximately assess the PER un-der onstant interferene onditions. Considering an IEEE 802.15.4 networkworking in non-beaon enabled mode, let Ti be the period of the interferer21



2. Assessment of cross-channel interference in IEEE 802.15 .4 networks

Figure 2.2: Model for overlapping transmission probability.node, Li the interferer frame length and Lp the length of the paket we areinterested in, suh that Lp ≤ Li, and Li ≪ Ti. Referring to Figure 2.2, apaket p does not overlap with a paket of the interferer if Li < t < Ti−Lp,where t is the arrival time of p. Therefore, the probability that no overlapwill our between these paket is (Ti − Lp − Li) /Ti. So, the probabilitythat a paket will overlap with an interferer data frame is
P (C) =

Lp + Li

Ti
. (2.5)Let L be the lost paket event and C the ollision event. Assuming

L as our event, and C together with �any other ause than a ollision�as our set of mutually-exlusive and all-inlusive auses of the event, wean alulate the PER using the Bayes theorem. Under the assumptionthat every transmission overlap auses a ollision event, irrespetive of thefration of paket overlapping, we have
PER = P (L|C) =

P (C|L) · P (L)

P (C)
. (2.6)In Formula (2.6), P (L) is exatly the paket loss obtained through ourmeasurements, P (C) is the probability obtained in (2.5) and P (C|L) repre-sents the probability of a paket being lost beause of a ollision given thatthe paket is lost. A paket loss may be due to either a ollision with theinterferer node or a di�erent ause (anything other than a ollision). We anassess the paket loss ratio obtained in the same onditions but without anyinterferer node, namely PL0, and alulate P (C|L) as 1−PL0. If PL is thepaket loss ratio obtained with those parameters and PL0 the paket error22



2.4. Case study and experimental resultsrate obtained without any interferer, the worst ase PER, i.e., the PER inthe ase a paket ollides with an interferer paket, an be approximated as
PER =

Ti(1− PL0) PL

Lp + Li
. (2.7)The estimation of the worst ase PER for a given senario an be usefulin ontexts where a de�ned reliability has to be maintained, suh as indus-trial automation. However, in order to be useful, even these results shouldinlude the on�dene intervals. As there are two di�erent parameters in(2.7) that are derived from measurements, the error propagation has to bealulated using the error propagation theory. As an impreision in PL0may also a�et the measurements of PL, it is safe to use the onservativeestimation of the on�dene interval for a produt, given by the sum of therelative on�dene intervals of the two fators [47℄. As a result, if uc(PL)and uc(PL0) are the on�dene intervals for PL and PL0 respetively, aonservative estimation of the on�dene interval is

uc(PER) =
Ti

Lp + Li
[PL · uc(PL0) + uc(PL) · (1− PL0)] . (2.8)In order to assess the e�etiveness of our methodology, we ran someexperiments using our testbed. The experimental results obtained, as itwill be shown in the ase study addressed in Setion 2.4, are ompliantwith our estimations aording to (2.7) and (2.8).2.4 Case study and experimental resultsUsing our testbed, a broad series of in-air measurements to experimentallyassess the impat of ross-hannel interferene under di�erent operatingonditions an be run. In the following, the methodology proposed in theprevious setion is explained through a ase study. Several test senarioswere built in order to reprodue the typial working onditions of industrialenvironments. Results obtained in these senarios with one or multipleinterferers will be presented.2.4.1 The IEEE 802.15.4 platformIn our ase study, measurements were performed using the MaxStreamXBee / XBee Pro [48℄ modules. These nodes follow the IEEE 802.15.423



2. Assessment of cross-channel interference in IEEE 802.15 .4 networksstandard spei�ations and work exlusively within the 2.4 GHz ISM band.Both these two types of modules are equipped with a MC9S08GT60 mi-roontroller and an MC13193 802.15.4 RF transeiver. They are pin-ompatible, so for the onnetion with the PC the same development boards,i.e., MaxStream XBIB-U-DEVs and MaxStream XBIB-R-DEVs, have beenused. The only di�erene between these modules is the transmitting power,whih is up to 0 dBm for the XBee modules, while it is up to 18 dBm for theXBee Pro ones. The original XBee �rmware (ver. 10A5) in API mode [48℄was used in the transmitter and the reeiver node, while for the interfererwe developed a ustomized �rmware using the Freesale Codewarrior forHC(S)08, the implementation of IEEE 802.15.4 provided by the FreesaleBeekit and the XBee Development Toolkit publily available in [48℄. How-ever, when the Freesale IEEE 802.15.4 implementation is used on the XBeePro modules, the maximum transmitting power does not oinide with theone of 18 dBm obtainable using the original �rmware. For this reason ourustomized �rmware was run only when the ontinuous transmit mode wasneeded, while in all the other ases the original XBee �rmware in the Trans-parent Operation mode was used.To oordinate the IEEE 802.15.4 wireless nodes and the PC, a spei�software was developed. The software allows us to set various parameters ofthe nodes that make up the testbed (i.e., transmission period, data paketsize, hannel, presene of the interferer, et.), as well as to drive the trans-mitter node and monitor the tra� of a generi reeiver node. A spetrumanalyzer is used for monitoring purposes, to ensure that no interferene fromunontrolled wireless devies our during our measurement ampaigns.In all the experiments the interferer nodes transmit periodi pakets,while T transmits pakets �almost� periodially, i.e. with an interarrivaltime of 100± δ ms where δ is a random value hosen in the interval [−5, 5],introdued to avoid the ourrene of repetitive patterns of interferene. Onthe other hand, no jitter was expliitly added to the interferer period, tokeep a �xed ollision probability. The default settings of all the nodes inour testbed, when only one interferer is present, are shown in Table 2.2.Both transmitter and interferer nodes always use the non beaon-enabledmode. The 16-bit addressing mode is used, so a 17 byte header has to beadded to the payload shown in Table 2.2. If not stated otherwise, the Tand R nodes are �xed 1 m apart from eah other, while the interferer nodesare in the middle, at a distane of 0.5 m from R. No obstales are presentbetween nodes. All the experiments omprise a large number of samples24



2.4. Case study and experimental resultsTransmitter Reeiver InterfererTX power 0 dBm 0 dBm 0/18 dBmCCA Threshold � 44 dBm � 44 dBm � 44 dBmmaMinBe 0 0 0Channel 11 11 12Tx. Period 100 ms n.a. VariableJitter 5 ms n.a. NoPayload 30 bytes n.a. 100 bytesACKs No No NoTable 2.2: Basi Testbed on�guration(3000 pakets sent by T, if not spei�ed di�erently) and were performed ina real-life indoor environment. We tried to minimize all the other souresof interferene, e.g. from WLANs operating nearby, by shutting down anyeletroni equipment under our ontrol apable of emitting radio waves innearby areas. Moreover, we monitored the environment through a Wi-Spy2.4x portable spetrum analyzer, in order to assure that no interferenefrom unontrolled wireless devies our during our experiments.2.4.2 Preliminary AssessmentsIn order to verify that the obtained results will not be a�eted by hard-ware failures or imperfetions, it is important to perform preliminary test-ing of the testbed omponents. Several omponents may lead to biasedresults, e.g., paket loss in the serial line onneting the PC to eitherthe transmitter or the reeiver, imperfetions on the transeivers (or non-ompliane to the IEEE 802.15.4 standard) or even di�erent orientations ofnon-omnidiretional antennas.In our ase study, we used XBIB-R-DEV boards onneted to the PCthrough a USB-to-serial adaptor featuring a PL-2303HX hipset and XBIB-U-DEV boards diretly onneted to the PC through a USB port. In bothases, the serial onnetion was tested by transmitting 10000 pakets in thebest possible onditions for the wireless hannel, i.e., T and R were plaedat 1 m with no obstales in between and without any interferer. They wereset to use a 0 dBm transmitting power and aknowledged transmissions,and the spetrum analyzer was used to verify that no other interfereneourred during the test. In suh onditions, there was no paket loss.The testing of the MC13193 transeiver embedded in the XBee and XBeePro modules is addressed in [44℄. Nevertheless, we veri�ed the ompliane25



2. Assessment of cross-channel interference in IEEE 802.15 .4 networksto the standard spei�ations of our devies, in terms of both the PSD maskand jamming resistane. The results in terms of jamming resistane werealready disussed in Setion 2.2. The PSD mask was measured in air settingthe 100 kHz resolution bandwidth as indiated in [21℄, with both an AnritsuMS2668C and a Wi-Spy 2.4x portable spetrum analyzer. The output oflatter is shown in Figure 2.3a. In that �gure it is easy to notie that, forfrequenies distant 3.5 MHz or more from the arrier, the measured signalnever exeeds the -20 dBm relative threshold neither the -30 dBm absoluteone. As a result, even the transeiver suessfully passed the omplianetest.Two di�erent types of antennas were used in our testbed, i.e. standardSMA-onnetorized monopole antennas and integrated whip monopole an-tennas. In partiular, a standard SMA-onnetorized antenna was used forthe reeiver, while the transmitter and the interferer nodes were equippedwith the integrated whip antennas. The measured radiation pattern of bothtypes of monopole antennas used are publily available on [49℄ and are losedto the ideal ones, i.e., they are almost omnidiretional (ripple of ±10 dB),in the monopole H-plane as expeted. However sine many external fatorsmay in�uene the radiation pattern, we performed our pattern measure-ments in our testbed environment. We used XBee modules for both thetransmitter and the reeiver. The transmitter node was plaed at the sameheight, but 2 meters away from the reeiver. The transmitting power wasset to −2 dBm. The reeiver was kept �xed, while the transmitter anglewas hanged in steps of 5 degrees sanning the antenna H-plane. For eahangle, 100 sample pakets were sent, and the average value was taken. Thereeived power is depited in Figure 2.3b, whih shows that:1. with the same nominal transmitted power, the reeived power level(RSSI) was slightly higher when a standard SMA-onnetorized an-tenna was used;2. both types of antennas have radiation patterns that, with a fairly goodapproximation, an be onsidered omnidiretional (ripple of about
±6 dB).The last result is quite relevant, as it indiates that small angle variationsthat might be introdued by rotating the interferer nodes do not have aremarkable e�et on the power reeived by the reeiver node.26
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uc(PER) were obtained aording to formulas (2.7) and (2.8). In addition,to experimentally assess the worst ase PER, we used our modi�ed �rmwarethat sends ontinuously a data frame, so that the hannel utilization islose to the worst ase, i.e., 100% hannel utilization. The results of thisexperiment are shown in Figure 2.4, where the �rst value (marked as �none�on the x-axis) is the one experiened (i.e., measured) without interferene,while the last one (marked as �Continuous TX� on the x-axis) is the valueexperiened with ontinuous transmissions from the interferer (about 98.8%duty yle). Notie that, in the latter ase, no expeted PER is given, asthe worst ase PER oinides with the PL experiened with ontinuousinterfering transmission. Figure 2.4 shows that the number of lost paketsinreases with the dereasing period of the interferer node. This is beausethe probability that a paket is lost is higher when its hannel oupany27
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Figure 2.4: Paket Loss and expeted PER versus the varying transmissionperiod of the interferer node.inreases. However, the average PER values are very similar in all the trials.Moreover, the analytial PER mathes the experimental one. This gives asigni�ant evidene of the e�etiveness of the model we used to alulatethe worst ase PER, although the size of the 95% on�dene interval islarger when the period of the interferer is large. This is expeted, as theon�dene interval is proportional to the interferer period (Ti).2.4.4 Interferene by a single nodeTo assess the level of interferene on a ommuniation aused by an in-terferer working on an adjaent hannel we used a simple senario with atransmitter, a reeiver and an interferer loated 1 m apart from eah other,eah of them being the vertex of an equilateral triangle with a side of onemeter. The on�guration of the transmitter and reeiver nodes is that inTab. 2.2, where an interferer node transmits a payload of 100 bytes with aonstant period of 100 ms. Both the transmitter and the interferer belongto the XBee family and their transmission power is 0 dBm. Six experimentswere run, in whih the transmitting hannel of the disturbing node is var-ied. The results, shown in Figure 2.5 (with a 95% on�dene interval), showthat, although the power ontribution on the adjaent and on the followinghannel is a very small fration of that emitted by the interferer node, it isenough to determine a non-null paket loss, whih means that ross-hannelinterferene is non-negligible. We highlight that to alulate suh on�deneintervals, eq. (2.4) is not adequate, as it is not aurate for very large or28
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Radio channel of the interfererFigure 2.5: Paket Loss with equidistant nodes.very low observed proportions [50℄, as in the ase of the results obtained inthis experiment. For this reason, the 95% on�dene intervals in Figure 2.5were obtained through a di�erent method, given in [50℄, i.e., the lower andthe upper bounds are alulated as (A−B)/C and (A+B)/C, respetively,where
A = 2 · n · P̂L+ z2
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+ 4 · n · P̂L(1− P̂L), (2.10)
C = 2(n+ z2

1−α

2

). (2.11)The expeted value of the worst ase PER was alulated using equation(2.7), and the results are shown in Figure 2.6. Here we an notie that thee�et of ross-hannel interferene learly depends on the hannel of theinterfering node. This is an expeted result, as spurious emissions of theinterfering signal derease with the hannel o�set. However, as long as theenergy reeived by the reeiver from the transmitter and interferer node issimilar, only a limited paket loss ours. In this ase the worst ase PERis always lower than 4.5%, that exeeds the 1% imposed by the standard for0 dB jamming rejetion. We underline that, as our purpose here was not toassess the jamming resistane, we did not use 20 byte pakets as foreseenin the IEEE 802.15.4 standard, but 47 byte pakets (payload=30 bytes,header=17 bytes). This explains why we obtained a PER>1%, although29
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Figure 2.6: Expeted worst ase PER with equidistant nodes.our devies are fully ompliant with the standard spei�ations, as it wasshown in Setion 2.2.The seond question we tried to answer is what happens when the powerof the interfering signal signi�antly exeeds that of the valid signal. Thismay our either when there are nodes transmitting with a greater powerthan others, or when two distant nodes ommuniate in the presene ofa lose IEEE 802.15.4 network working on an adjaent hannel. The twoases may also our at the same time. In order to assess suh a senariowe hanged the interferer node to an XBee Pro module, that transmits with18 dBm power, against the 0 dBm of the XBee. Considering the attenua-tion due to the path-loss, in this senario the power of the signal reeivedby the transmitter is about −40 dBm, while, as the shortest distane onwhih measurements were performed is 0.2 m, the power of the interferingsignal on the adjaent hannel is about −8 dBm. The di�erene betweenthe power reeived from the transmitter and the interferer, heneforwardreferred as signal to interferene ratio (SIR), auses a notieable inreasein the expeted PER, as shown in Figure 2.7. When the distane betweenthe interferer and the destination is about 1 m, orresponding to a SIR ofabout −18 dB, the PER is very low, but then it rapidly inreases. With a0.6 m distane (orresponding to a SIR of about −22 dB), the PER is over20%, and when the distane dereases to 0.2 m (orresponding to a SIR ofabout −32 dB), the PER value is over 60%. Anyway, we an notie thatmaintaining the SIR above −20 dB, the worst ase PER is lower than 10%,30
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Figure 2.7: Estimated PER as a funtion of the di�erene between interfererand soure reeived power level.that is an aeptable value for most non-ritial appliations. However, wehave to emphasize that this PER is pessimisti, beause it assumes thateah paket �ollides� with a transmission in the adjaent hannel. In suhonditions, unaknowledged data transmission gives unfavorable results, butbetter results ould obtained by enabling ACKs.2.4.5 Interferene from multiple nodesThe results of previous setions show how ross-hannel interferene andegrade network performane in terms of paket loss probability or worstase PER. Here we show the results obtained in our ase study in the aseof multiple interfering nodes. In order to understand the e�et of multipleinterferer nodes and multiple networks, here some senarios featuring twoor three interferer nodes have been set up. We on�gured these senariosso that the reeiver node reeives exatly the same amount of energy fromeah interferer. To this aim, we onneted the SMA-onnetorized antennaof the reeiver XBee module to a Wi-Spy 2.4x portable spetrum analyzer,while remaining in the exat loation, and we performed small orretionson the loation of the three di�erent interferer nodes to obtain their spe-trum masks alignment, as shown in Figure 2.8. We analyzed three di�erentsenarios featuring multiple interferers, i.e.,1. two interferers in the same adjaent hannel;2. two interferers in two di�erent adjaent hannels; 31
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Figure 2.8: Spetra of the three interferer nodes seen by the reeiver an-tenna.3. three interferers in the same adjaent hannel.The total amount of data sent in all the multi-interferer senarios is main-tained the same. So, in the senarios featuring two interferers eah onesends a 100 byte payload with 40 ms period, while in the senario featuringthree interferers eah one sends the same paket with 60 ms period. Theresults are ompared with those obtained by using a single interferer onthe adjaent hannel, that sends the same paket with a period of 20 ms,40 ms and 60 ms. In the �rst ase the total amount of tra� is the sameof the multi-interferer senarios. The interferers transmitted independently,without any synhronization between them. In the senarios where the in-terferers are in the same hannel, the settings shown in Table 2.2 were used,i.e. hannel 11 for the T and R, 12 for the interferer. In the senario whereboth the adjaent hannels are used, T and R transmit on hannel 12, whilethe two interferers are on hannels 11 and 13, respetively.The results of these senarios are shown in Figure 2.9, whih showsthat there is a lear orrelation between the number of the interferers onthe same hannel and the paket loss probability. When the interferersare on the same hannel , i.e. (1/20), (2/40) and (3/60), the e�et of the32
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Figure 2.9: Paket Loss using multiple interferer nodes.interferene dereases as the number of nodes on the same hannel inreases.The reason for this result is found in the CSMA algorithm. As the numberof nodes inreases, the suess probability of the CSMA algorithm dereases,due to the failed CCAs and the bako� delays. Every time the hannel isfound busy, the beaon exponent is inreased, thus the average time betweenonseutive CCAs inreases and so does the time between two pakets senton the medium. For this reason, being equal the total amount of tra�, theinterferene aused by the overall network dereases. This means that it ispossible to have a pessimisti assessment on the performane degradationby transmitting the total amount of tra� from only one interferer, i.e., theone featuring the highest reeived power on the reeiver. Suh an assessmentmight be made when deploying an industrial network, in order to ensurethat even in the worst onditions an aeptable network performane isstill maintained. However, a di�erent e�et an be notied in Figure 2.9for the senario with two interferers on both the adjaent hannels, i.e.,2/40 (di�. h.). Here the paket loss probability is very similar to thease of a single interferer with a 20 ms period (1/20), and it is about twiethe one found with a single interferer with a 40 ms period (1/40). Thereason for this is that, as the two interfering bands are 2-hannels awayfrom eah other, they do not signi�antly a�et eah other. As a result, thetransmissions of interfering networks are statistially independent, so thepaket loss probability under their omposite interferene is the sum of the33



2. Assessment of cross-channel interference in IEEE 802.15 .4 networksones obtained with eah single network, i.e., twie the paket loss probabilityof the senario featuring a single transmitter with a 40 ms period.2.4.6 In�uene of MAC parametersIn this setion we analyze the e�et of the Clear Channel Assessment (CCA)threshold and the Minimum Bako� Exponent (maMinBe) in our ase-study network.CCA ThresholdIn CSMA protools, the CCA is performed before eah transmission, inorder to determine whether the hannel is available for ommuniation ornot (it is busy). From the three CCA modes de�ned in [21℄, only the Mode1 is supported by the XBee modules, i.e., the medium is reported busyif any energy above the CCA threshold is deteted on the hannel, thuswe adopted this one. The CCA threshold of these modules ranges from
−80 dBm to −36 dBm. We used the basi on�guration of our testbedwith a single XBee Pro interferer. The CCA threshold is hanged from itsminimum to its maximum value, in both the transmitter and the interferernodes, in suh a way that they always have the same threshold. In this way,none of them ould take advantage of a higher threshold, otherwise, if theinterferer node had a higher CCA threshold, it might send a paket whilethe transmitter in the same onditions would �nd the medium busy. Theresults, depited in Figure 2.10, whih gives the paket loss as a funtion ofthe CCA threshold, show that small hanges of the CCA threshold do nothave a signi�ant impat on the paket loss. However, it is possible to notiethat, with a 95% on�dene level, the paket loss obtained using a −60-dBmthreshold is lower than the one obtained with a −40-dBm threshold, andthat the worst performane was obtained using the −80-dBm threshold.The reason is that under suh onditions the (Mode 1) CCA is less reliable,beause it is more likely that some noise in the hannel auses the CCAto report a busy medium, and after a de�ned number of failed CCAs thepaket is disarded. On the other hand, when the CCA threshold is setto high values, the medium may be erroneously reported as free, beausethe interfering power deteted on the adjaent hannel does not exeed thethreshold.34



2.4. Case study and experimental results

−36 −40 −45 −50 −55 −60 −65 −70 −75 −80
0   

0.02

0.04

0.06

0.08

0.10

0.12

CCA Threshold (dBm)

P
ac

ke
t L

os
s

Figure 2.10: The e�et of the CCA Threshold.Minimum Bako� ExponentThe seond MAC parameter we analyzed is the minimum bako� exponent,alled maMinBe in the IEEE standard [21℄. Aording to the IEEE stan-dard, this value ranges from 0 to 3. When the maMinBe parameter isset to 0, the ollision avoidane is disabled during the �rst iteration of theCSMA algorithm. As the ollision avoidane and the maMinBe parametersmay have a di�erent impat on the network performane depending on theworkload, three di�erent tra� on�gurations for the interferer network,that use the same paket size but di�erent periods, i.e., 20 ms, 40 ms and80 ms, were assessed. The maMinBe parameter is varied from 0 to 3 onboth the transmitter and the interferer nodes. In Figure 2.11 it is easy tonotie that delay, alulated with (2.3), is strongly related to the maMinBevalue. Here, are shown only four lines for the di�erent maMinBe values, asthe delays obtained using the same maMinBe but di�erent interferer peri-ods follow the same distribution. Obviously when the maMinBe is larger,the delay value also inreases. However, with the 0 and 1 values the delaydistributions have the same shape. On the other hand, when maMinBe isset to 2, also the distribution beomes wider, i.e., the deviation from theaverage value is larger. These results are expeted, as the 1 exponent onlyenables ollision avoidane, while larger bako� exponents spread randomdelays. In terms of paket loss, no signi�ant di�erene was measured whenthe maMinBe parameter was hanged. Based on our results, when short35
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Figure 2.11: The e�et of the Minimum Bako� Exponent on delay underross-hannel interferene.delays are sought, as in the ase of industrial environments, it would beadvisable to set the maMinBe for high priority real-time tra� to zero.2.5 Conluding remarksIn industrial environments, the deployment of di�erent o-loated IEEE802.15.4 networks on separate hannels requires an e�ort on the designerside when sizing the whole system, in terms of arefully hoosing the trans-mitting power and distanes between nodes. Given the partiular ontextdealt with, it is advisable to perform testing in the real working senario,under realisti onditions, instead of relying only on the outome of in-lab experiments. However, to perform on-site but aurate assessments onross-hannel interferene, a suitable methodology has to be arefully de-vised and the orresponding experimental testbed has to be deployed. Thishapter extensively addressed ross-hannel interferene with the objetiveof providing both a better understanding on this phenomenon and usefulhints to plan the e�et of ross-hannel interferene at design time. Thishapter desribed a general methodology to evaluate ross-hannel interfer-ene and a generi testbed devised for experimental on-site assessments inindustrial networks. A ase study is presented with the purpose of explain-36



2.5. Concluding remarksing how to set the testbed to assess the impat on ross-hannel interfereneof one or multiple interferers and the e�et of some MAC level parametersunder ross-hannel interferene.

37
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Chapter 3Multihannel SuperframeSheduling for IEEE 802.15.4The IEEE 802.15.4 MAC protool [22℄ is designed for low-rate and low-power ommuniations, it is partiularly suitable for low-energy embeddeddevies. The protool allows for varying nodes' duty yles from 100%to a minimum of about 0.1%. Moreover the IEEE 802.15.4 features alsoollision-free time slots suitable for transmitting real-time tra�, alled theGuaranteed Time Slots (GTS). The alloation of one or more GTSs allowsto guarantee a de�ned bandwidth and a maximum aess delay for a node.In [51℄ analytial relations that express the bandwidth and the delay guar-anteed by n GTSs as a funtion of the superframe parameters are provided.Thanks to these relations, it is possible to obtain an upper bound on thedelay of data transmission from a node to its oordinator. Suh a delay, inthe ase of star topology, also oinides with the end-to-end delay. In [52℄ amethodology to extend suh an analysis to a multi-hop luster-tree networkis presented. These analytial results show that an upper bound on thedelay that a frame may experiene from the soure to the oordinator anbe obtained from the network parameters. Suh bounded delay apabili-ties enable the use of IEEE 802.15.4 luster-tree networks to support time-onstrained tra�, and make it attrative for industrial appliations, suhas remote sensor/atuator ontrol in prodution automation and monitor-ing appliations in fatory automation. However, the IEEE standard doesnot solve the problem of beaon frame ollisions in luster-tree topologies,that may lead to loss of synhronization and disonnetions, thus a�eting39



3. Multichannel Superframe Scheduling for IEEE 802.15.4ommuniation reliability. Although in [53℄ it was shown that multi-hopbeaon-enabled networks are feasible when the beaon order is larger thanone, the distribution of oordinators is not very dense and the tra� islow, the non-negligible probability of losing the synhronization may notmeet the stringent reliability requirements of typial wireless industrial net-works [23, 45℄. An algorithm to shedule the superframes of a luster-treenetwork in a ontention-free fashion, i.e., the Superframe Duration Shedul-ing (SDS) algorithm, was presented in [54℄. While this algorithm solves thebeaon frame ollision problem, it limits the network salability [55℄, as noparallel ommuniation is allowed unless oordinators are distant enoughnot to ollide.This hapter desribes a novel tehnique to shedule the superframes ofluster-tree IEEE 802.15.4 networks over multiple hannels, so as to avoidbeaon frame ollisions as well as GTS ollisions between multiple lusters.A novel algorithm is proposed, alled a Multihannel Superframe Sheduling(MSS), that instead of operating only a time division between the di�erentlusters, allows multiple lusters to shedule their superframes simultane-ously on di�erent radio hannels. This way, it is possible to shedule sets ofsuperframes whih were non-shedulable using a single hannel.The hapter is organized as follows: Setion 3.1 gives an overview ofthe standard IEEE 802.15.4 protool, while Setion 3.2 disusses the bea-on frame ollision problem in luster-tree topologies. Setion 3.3 givesa general overview of the urrent approahes to avoid beaon ollisions,while Setion 3.4 disusses the SDS algorithm. Setion 3.5 gives the ba-si idea under the multihannel approah we proposed. Setion 3.6 gives adetailed desription of the MSS algorithm proposed in this hapter. Se-tion 3.7 provides analytial onsiderations on the shedulability under MSS.Setion 3.8 disusses the implementation issues of the proposed approah,while Setion 3.9 desribes our working implementation under TinyOS anddesribes some experimental results obtained through our testbed. Finally,Setion 3.10 gives some onluding remarks.3.1 The IEEE 802.15.4 protoolAn IEEE 802.15.4 network is omposed by three di�erent kinds of nodes:end devies, oordinators and Personal Area Network (PAN) Coordinator.End devies an produe data, but they have to interat neessarily with40



3.1. The IEEE 802.15.4 protocoloordinators. On the ontrary, oordinators may also perform network man-agement and routing. Eah network must have a PAN Coordinator, thatis the main network ontroller. Nodes an be organized in three di�erenttopologies, i.e., star, peer-to-peer and luster tree. In star topologies thereis only a PAN oordinator and all the other nodes must ommuniate withit. In peer-to-peer (or mesh) topologies, eah node an ommuniate withany other in its radio range. Finally, in luster-tree topologies the networkis organized in lusters, eah one with a oordinator. Coordinators arehierarhially onneted to form a tree, rooted at the PAN oordinator.The IEEE 802.15.4 MAC protool features two operating modes: a non-beaon-enabled mode, in whih nodes aess the hannel using a lassial(unslotted) CSMA/CA mehanism and a beaon-enabled mode in whihtime is subdivided in superframes, with a slotted CSMA/CA mehanism.When nodes operate in beaon-enabled mode, they subdivide their timeinto Beaon Intervals, that are delimited by Beaon Frames periodiallybroadast by eah oordinator. Eah beaon interval is divided into an a-tive setion, alled superframe, and an inative setion, during whih nodesdo not transmit and may enter low-power states. The duration of these se-tions determines the nodes' duty yle. The duration of the Beaon Interval(BI) and the Superframe Duration (SD) depends on two parameters, theBeaon Order (BO) and Superframe Order (SO), aording to the relations
BI = aBaseSuperframeDutation · 2BO (3.1)
SD = aBaseSuperframeDuration · 2SO , (3.2)where aBaseSuperframeDuration is a onstant de�ned in the standard [22℄that denotes the number of symbols that form a superframe when SO is 0,and 0 ≤ SO ≤ BO ≤ 14.The duty yle (DC) of nodes is

DC =
SD

BI
= 2SO−BO = 2IO , (3.3)where IO is alled an Inativity Order.Eah superframe is divided into 16 equally-sized slots that form twodi�erent periods with di�erent medium aess mehanisms. They are theContention Aess Period (CAP), where the aess mehanism is a slot-ted CSMA/CA, and the Contention-Free Period (CFP), where the aess41



3. Multichannel Superframe Scheduling for IEEE 802.15.4is regulated by the Guaranteed Time Slots (GTS) mehanism. The lattermehanism is the most suitable one for real-time tra�, as here frame trans-mission uses a time division aess to the wireless hannel whih is morepreditable than the CSMA protool.Eah GTS may onsist of one or more superframe slots and is assignedfor transmission or reeption to a single node. Eah node an request tothe oordinator the alloation or the de-alloation of a GTS of a de�nedlength. The oordinator on eah Beaon Interval deides whih alloationrequests are still valid and how to alloate them, then it informs the nodesof its luster through the beaon. Eah node reeiving the beaon knowswhether its alloation request has been aepted or not. In the �rst ase,the node waits for its reserved slot to transmit/reeive without ollisions,whereas in the seond ase it may try to transmit/reeive during the CAP.In eah superframe a maximum of seven GTSs may be alloated. Moreover,the CFP duration annot exeed a maximum value, i.e., the superframe du-ration minus the minimum CAP length de�ned in the standard. A nodewilling to transmit on its GTS heks whether it has enough time to om-plete the transmission within the GTS, onsidering also the waiting timefor the ACK reeption and an Inter Frame Spaing (IFS). In that ase, itstarts the transmission, otherwise it will shedule the transmission on thenext CAP or GTS.3.2 Cluster-tree topologies and beaon frame ol-lisionsIn the luster-tree topology the network omprises multiple oordinators,also alled ZigBee Routers and heneforth referred as �routers�. Routersperiodially generate beaon frames to synhronize the nodes belonging totheir luster. In a luster-tree network there an be several levels of parent-hild relations between routers, up to the downmost level, that determinesthe tree height. For instane, Figure 3.1 represents a luster-tree networkwhere C5 is the parent of C6, while being hild of the PAN oordinator (C1)that is also the root of the tree. It is easy to notie that, if the transmissionof the beaon frames is not properly synhronized, i.e., if it is not properlysheduled, a beaon frame may ollide either with other beaon frames fromdi�erent oordinators or with data frames from di�erent lusters. Nodes notreeiving beaon frames may lose the synhronization with their oordinator42



3.2. Cluster-tree topologies and beacon frame collisionsand thus get disonneted from the network.

Figure 3.1: Network topology.In partiular, there are two di�erent types of beaon ollisions, i.e., diretand indiret ones.A diret beaon frame ollision happens when two ore more oordinatorsare within the respetive transmitting ranges and transmit their beaonframe at the same time, as shown in Figure 3.8a, where N1 should reeivethe beaon frame from its parent ZR1, but also ZR2 sends its beaon frameapproximately at the same time. This result in a beaon ollision.An indiret beaon ollision is the situation depited in Figure 3.8b,where ZR1 and ZR2 are not within their respetive radio range so theyannot ommuniate to eah other. However, their transmitting rangesinterset, so that nodes lying on the intersetion, suh as N1, may experieneindiret beaon frame ollision.Collisions may also happen between beaon frames and data frame, whena router transmits its beaon frame during the ative period of an adjaentluster. 43



3. Multichannel Superframe Scheduling for IEEE 802.15.4

Figure 3.2: Diret and indiret beaon ollisions.3.3 Approahes for beaon frame ollision avoid-aneTwo generi methods have been proposed by the 15.4b Task Group [56℄ toavoid diret beaon frame ollisions, i.e., the time division approah andthe beaon-only period approah. In the time-division approah, eah o-ordinator shedules its superframe during the inative period of the otheroordinators. This an be obtained by setting in eah oordinator a propero�set for the beaon frame transmission, so this approah requires only asmall modi�ation to the urrent IEEE 802.15.4 standard. On the otherhand, in the latter approah, the superframe struture is modi�ed, as aperiod is introdued at the beginning of eah superframe, during whih theoordinators transmit their beaon frames. Suh a period is alled Beaon-Only Period, and it is the task of eah oordinator to selet a proper timeslot so that its beaon frame does not ollide with the ones from adjaentoordinators. This approah allows multiple lusters to share the ativeperiod, so it is more salable than the time division approah. However thisway it is not possible to alloate GTSs. This an be a serious limitation fortime-sensitive networks suh as typial industrial sensing/ontrol WSNs.To avoid also indiret beaon frame ollisions, not only the overlappingof beaons with the adjaent oordinators is to be avoided, but also theoverlapping with the ones that are two-hops away. To ahieve this, two44



3.3. Approaches for beacon frame collision avoidancealternatives were proposed by the Task Group 15.4b, i.e., the reative andthe proative approahes. When using a reative approah, oordinators donot take into aount indiret ollisions during the assoiation phase. Onlywhen beaon ollisions are deteted they start a reovery proedure to solvethe on�it. On the ontrary, when using a proative approah, oordinatorsshould inform their parent of their o�set, so that the information aboutpotentially on�iting superframes an be olleted by oordinators duringthe assoiation phase. This way it is possible to ompletely avoid beaonframe ollisions, but this method is quite omplex to implement.The 2006 IEEE 802.15.4 standard [22℄ introdued the support of thetime-division approah by adding the StartTime parameter in the MLME-START primitive, whih spei�es the time o�set between the parent and thehild superframes. However, the atual mehanisms to shedule superframesin suh a way that beaon ollisions are avoided are not de�ned in the IEEEstandard.A distributed mehanism to avoid beaon frame ollisions is given in [57℄,where a ontention-based alloation of superframes is proposed, in whihoordinators �rstly wait for a bako� period before sending their beaon,then they send their beaon only if no other beaon were heard, other-wise they wait for three more beaon periods. Here, unlike in the IEEE802.15.4 spei�ations, beaon frames are sent using Clear Channel Assess-ment (CCA) [22℄. In [58℄, a distributed beaon synhronization mehanismis proposed, that builds a Beaon Shedule Table (BST) by listening toneighbours' beaons during the assoiation phase, and then uses the CAPto request the neighbours' neighbours list. After all the data is olleted,the node an determine its own shedule period. A similar mehanism isde�ned in the ZigBee spei�ation [59℄, where a neighbours table is builtin the proess of joining the network, based on the information olletedduring the MAC san [22℄. Moreover, the value of the StartTime parameteris inluded in the beaon payload of every router. In this way, it is possibleto selet a time o�set that does not overlap with either the superframes ofthe neighbours or the ones of neighbours' parents.While the above mentioned distributed protools are suitable for WSNappliations in home and building automation, a entralized approah maybe more suitable for industrial sensing/ontrol WSNs, for two main reasons.The �rst is that their loal knowledge may not be enough to avoid inter-ferenes between di�erent lusters, as at some distane nodes may be toofar to suessfully ommuniate with eah other but not enough to avoid45



3. Multichannel Superframe Scheduling for IEEE 802.15.4interferenes. The seond reason is that using suh distributed approahesthe shedule of a given set of superframes is non-deterministi, as it willdepend on the arrival order of the beaon requests.A entralized algorithm to shedule IEEE 802.15.4 superframes using thetime division approah is the Superframe Duration Sheduling (SDS) [54℄.As the algorithm we propose in this hapter is inspired to SDS, a detaileddisussion on suh an algorithm is given in the following setion.3.4 The SDS AlgorithmIn [54℄ it is theoretially proven that for a given set of superframe durationsand beaon intervals, if a yli feasible shedule exists, than the minimumyle length is the least ommon multiple of all the beaon intervals alongthe trees, alled a major yle. As an be notied from rel. (3.1), eah bea-on interval is a multiple of the lower beaon intervals, thus the major yleoinides with the maximum BI. As a result, the SDS algorithm analysesthe shedulability and provides the sheduling of the superframe durationsonly within a major yle.The SDS algorithm an be desribed as follows:1. The minor yle is identi�ed as the greatest ommon divisor of thebeaon intervals, that, due to the rel. (3.1), oinides with the mini-mum beaon interval.2. The set of all the lusters is ordered in inreasing order of BI. The tiesare broken in dereasing order of SD.3. Time is divided into slots, the length of whih is the minimum super-frame duration.4. The �rst beaon interval of the luster set is onsidered. Its super-frame duration is sheduled by searhing the �rst amount of onseu-tive time slots able to ontain the spei� superframe duration. If suhan available spae is found, the superframe duration is alloated boththere and periodially after eah BI interval sine the �rst ativation.5. Point 4 is repeated until either all the superframes have been shed-uled (i.e., the superframe set is shedulable) or when there is no longer46



3.4. The SDS Algorithmenough available spae within the major yle (i.e., the set is notshedulable).As in the pure time division approah eah superframe is alloated slots inan exlusive way and there are no simultaneous ommuniations, a neessaryondition for a superframe set to be shedulable is that the sum of all theduty yles is lower than one [54℄, i.e.,
N∑

i=1

DC i =

N∑

i=1

SD i

BI i
≤ 1, (3.4)where N is the number of lusters in the luster-tree topology. Whilesheduling eah superframe at di�erent times prevents ollisions betweendi�erent lusters of the luster-tree topology, the network salability is dras-tially limited. Suh salability issues may prevent the use of IEEE 802.15.4luster-tree topologies to realize large industrial WSNs.To inrease network salability, in [54℄ the SDS algorithm is extendedso as to exploit some spatial re-use of the wireless hannel. Coordinatorsthat are far enough so that their transmission ranges do not overlap mayshedule their beaons at the same time. As a onsequene, if r is the maxi-mum transmitting range of oordinators, grouping of oordinators that maytransmit simultaneously an be modeled and solved as a vertex olouringproblem [60℄, where oordinators represent the vertexes and links betweenoordinators that are distant more than 2r represent the edges. Then, theSDS is run taking into aount groups of superframes whih an be shed-uled simultaneously instead of the individual superframes. This way, it ispossible to shedule even some sets of superframes for whih the sum ofduty yles exeeds one.However, it is worth notiing that, while beaon frame ollisions areavoided, this solution does not prevent data frames sent during the GTSsof a luster from interfering with other data frames from a parallel luster.For instane, in the senario depited in Figure 3.3, the oordinators C3and C4 do not overlap their radio ranges, so they an be grouped andshare all or a part of their superframe durations. The end-devies D1 andD2 are assoiated with C3 and C4, respetively. However they are verylose to eah other. As a onsequene, if either C3 or C4 alloates a GTSto its end-devie, data transmission within the CFP atually will not beontention-free, as a transmission from the end-devie of the other lustermay ause interferene. 47
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Figure 3.3: Example senario where two grouped oordinators may haveinterfering nodes.3.5 The multihannel approahThe multihannel time division approah we propose in this hapter aims tooverome the limitations of both the pure time-division approah (the simpleSDS algorithm) and the time-division approah with spatial re-use (the SDSalgorithm with luster grouping). The apabilities of the IEEE 802.15.4 tosupport multiple radio hannels are exploited by the proposed tehniqueto provide higher salability and to support ontention-free transmission inthe GTS with limited interferene from other lusters.The use of multiple hannels within the same luster-tree network is nottrivial, as diret ommuniation between two nodes an take plae only ifnodes are in the same radio hannel. For instane, onsidering the topologyin Figure 3.3, C3 is the oordinator of a luster, while being also a memberof the luster oordinated by C1 (the PAN Coordinator). If C1 transmittedits beaon frame on a given radio hannel while C3 were sheduling itssuperframe on a di�erent hannel, then C3 would lose the beaon framesfrom C1. As a result, C3 and C1 would not be able to ommuniate to eahother.The simplest solution to this problem would be to provide C3 (and all theother oordinators) with two di�erent transeivers that an be individuallyset to two di�erent radio hannels, i.e., the hannel of its luster and thatof the parent. Unfortunately, this solution would require ustom hardware,as COTS IEEE 802.15.4 modules inlude a single transeiver.However, as data transmission is performed hop-by-hop, a better solu-tion to avoid the above mentioned problem is to give C1 and C3 a proper48



3.6. Multichannel Superframe Schedulingshedule so that, while C1 is transmitting, C3 avoids transmitting but it isstill able to reeive on the C1's hannel. On the ontrary, C4 may transmitsimultaneously with C1 on a di�erent hannel, as C4 is not intended toommuniate diretly with C1. The multihannel approah to avoid beaonframes ollisions is based on that onsideration.In general, the problem of enabling adjaent lusters to ommuniatealthough they use two di�erent hannels for their intra-luster ommu-niations may be solved by sheduling adjaent lusters in two alternatetimeslies, so that when a oordinator shedules its superframe, its adja-ent oordinators are prevented from sheduling their ones. However, allthe oordinators whih are twohops-away may transmit in the same times-lie. For instane, the lusters of the topology in Figure 3.1 will be assignedthe timeslies as shown in Figure 3.7. The oordinator C4 will shedule itssuperframe in the �rst time slie (TS1), simultaneously with C1, C2 andC6 but on di�erent radio hannels (unless a luster is so far that no signif-iant interferene may be experiened by any of the luster members). Inthe following time slie (TS2), C3 and C5 an shedule their superframes.However, the oordinators C4, C2 and C5 will remain ative and swithto the radio hannel used by their parents. This way, they an reeive thebeaon of their parent as well as ommuniate with nodes of the parentlusters.
Figure 3.4: Sheduling the lusters in alternate timeslies (TS1 and TS2).3.6 Multihannel Superframe ShedulingAfter explaining the basi idea under the multihannel approah to thebeaon (and GTS) frame ollisions, we explain in detail the steps of theMultihannel Superframe Sheduling (MSS) algorithm. 49



3. Multichannel Superframe Scheduling for IEEE 802.15.41. Shedulability is analysed within the major yle, after whih all thesheduling is ylially repeated. The major yle is de�ned as theleast ommon multiple of the beaon intervals of all the lusters, butit always oinides with the greatest BI due to relation (3.1).2. The major yle is divided into smaller time intervals alled minoryles. The minor yle is the greatest ommon divisor of the beaonintervals of all the lusters, but it always oinides with the smallestBI due to relation (3.2).3. The lusters are subdivided into two di�erent groups. The �rst groupontains the PAN Coordinator and all the lusters that an reah itin an even number of hops, i.e., all the lusters featuring an even treedepth. All the other lusters, i.e., those featuring an odd tree depth,are assigned to the seond group.4. The lusters of the seond group are ordered in inreasing order of BI.The ties are broken in dereasing order of SD.5. All the lusters of the �rst group are sheduled at time zero, aordingto their superframe duration. Moreover, eah superframe is alloatedin the following minor yles aording to its beaon interval.6. For eah minor yle i, the boundary between the �rst and the se-ond timeslie, T i, is de�ned as the time when the last superframe ofeah minor interval ends. The value of T i orresponds to the greatestsuperframe duration sheduled in eah minor yle.7. For eah luster in the seond group, the algorithm tries to alloate thesuperframe duration starting from the �rst minor yle. However, theexat starting time is determined by the largest timeslie boundaryamong the ones needed by eah instane of that superframe withinthe major yle. This means that, if the oordinator i has to shedulemultiple instanes of a given superframe within the major yle, thestarting o�set of the seond timeslie will be the same in all the minoryles, and its value is
tstarti = max

j∈MC i

(Tj), (3.5)where MCi is the set of all the minor yles where a superframe of thisluster should be alloated, aording to its superframe interval. If50



3.6. Multichannel Superframe Schedulingthere is enough spae to alloate the whole superframe duration of theluster in all the minor yles of MCj, then the superframe is sheduledthere, otherwise, the algorithm goes to the next minor yle and so on.If a time is reahed when the number of the remaining minor yles islower than the superframe interval and no spae is found that �ts thesuperframe duration, than the algorithm onludes that sheduling isnot feasible.In Figure 3.5 an example is given, whih shows how the MSS algorithmworks in the senario depited in Figure 3.1, with the superframe set givenin Table 3.1. The major yle is 32, while the minor yle is 8. Following

Figure 3.5: MSS superframe sheduling.step 3 of the MSS algorithm, two groups of lusters are identi�ed. The �rstgroup ontains C2, C1, C6 and C4, while the seond group only ontainsC3 and C5. Following step 5, all the lusters of the �rst group are alloatedtogether, starting from the time t=0 (Figure 3.5a). The timeslie boundaryis set aording to step 6 and in that hart is referred as T. Now it is possible51



3. Multichannel Superframe Scheduling for IEEE 802.15.4Coordinator SD BIC1 4 16C2 1 8C3 2 16C4 1 32C5 4 32C6 2 16Table 3.1: Set of SI and BI values.to shedule the seond group of lusters. The �rst node to be sheduled isC3. Aording to step 7, the algorithm tries to alloate C3 in the �rstminor yle and in the third (aording to its BI value), starting from themaximum of the timeslies between the �rst and the third minor yle. Asthe greatest timeslie between the �rst and the third minor yle starts attime is 4, i.e., the value of tstart
3

is 4, four other time slots remain within theminor yle, whih are su�ient to alloate the whole superframe durationof C3 The resulting sheduling is shown in Figure 3.5b. The last luster toalloate is C5. As the beaon interval of C5 is 32, it needs only one minoryle to be alloated. Again, the alloation is performed aording to step7 of the algorithm. Even in this ase, the algorithm tries to alloate thesuperframe in the �rst minor yle, after the timeslie boundary of the �rstminor yle (notie that in this ase it is su�ient to hek the timeslieof only one minor yle, as the beaon interval is 32). As that timeslieis large enough to ontain the superframe of C5, that superframe an besheduled. As a result, the sheduling of the superframe set sueeds asshown in Figure 3.5.Suppose a node in C4 has to transmit some data to the PAN oordinator.Communiation between multiple luster ours as follows.1) As the superframe of C4 is sheduled in the �rst timeslie of the �rstminor yle, the node belonging to C4 will transmit there its data tothe oordinator of C4. As C3 and C5 do not shedule their super-frames simultaneously, while the others do it on di�erent hannels,there is no risk of either beaon or GTS ollisions. After the end ofthe superframe, the oordinator of C4 will swith to the hannel usedby C3.52



3.7. Analysis of the MSS algorithm2) In the seond timeslie there is the shedule of C3. However, alsothe oordinator of C4 is ative on the hannel of C3, so it an for-ward the data oming from its node to the oordinator of C3. Evenhere, the only lusters whih are sheduled simultaneously transmiton a di�erent radio hannel, thus beaon frames (and GTS) ollisionsare avoided. After the end of the superframe, the oordinator of C3swithes to the hannel of C1.3) After two minor yles, C1 will be sheduled again. Now, as theoordinator of C4 is ative on the radio hannel of C1, it an forwardthe data oming from C4 diretly to the PAN Coordinator.3.7 Analysis of the MSS algorithmThe MSS algorithm shedules as many superframes as possible simultane-ously on di�erent hannels, in order to exploit the multihannel apabilitiesof IEEE 802.15.4 radios as muh as possible. This way, it is likely thatthe farthest minor yles remain unused. While it may seem a waste ofavailable spae, dereasing energy onsumption in a real-time WSN an bebene�ial. In fat, if a oordinator is neither sheduling its superframe norbeing ative to ommuniate with the parent, then it may go to sleep. Asa result, if a partiular timeslie of a given minor yle is unused, all theoordinators may go to sleep until the start of the following timeslie.As the MSS algorithm shedules simultaneously superframes of di�er-ent lusters, there is no need to satisfy formula (3.4). This an be shownthrough an example. Consider the network in Figure 3.1, using the param-eters of Tabletab:mss1:1, for all the lusters but C6, whih, instead of aSO=1 (SD=2) is given a SO=3 (SD=8). The sum of all duty yles of thenew superframe set is greater than 1 (preisely it is 1.15625). As a result,this set of superframes is not shedulable using the SDS algorithm, but itis shedulable using the MSS algorithm, as the shedule returned by thealgorithm will be the one shown in Figure 3.9. Notie that in this ase theseond timeslie of the �rst minor yle has zero length, as C6 oupies thewhole minor yle. Nevertheless, there is room to alloate both C3 and C5in the seond major yle. Notie that, when using oordinator grouping,also the SDS may shedule sets of superframes where (3.4) does not hold.However, unlike in MSS, it is not possible to violate (3.4) in the same ol-lision domain. The possibility of sheduling sets of superframes whose sum53
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Figure 3.6: Sheduling of a superframe set that is unfeasible using SDS.of duty yles is greater than one in the same ollision domain is a greatbene�t over lassial single-hannel superframe sheduling, as it widely ex-tends the spae of shedulability. By using simultaneous ommuniations,it is possible to shedule a larger number of superframes than when usinga single-hannel, thus the salability of luster-tree topologies is highly en-haned. However, not any set of superframes is shedulable using the MSS,thus there are some restritions on the superframe duration and superframeintervals that will be analysed in the following.3.7.1 MSS ShedulabilityThe MSS algorithm an be run o�ine to both verify the feasibility of agiven set of superframes and obtain the yli shedule within the majoryle. It is possible to identify some onditions that have to be satis�ed toprodue a feasible shedule. If these onditions are not met, it is needlessto run the sheduling algorithm, as it will always fail. The �rst onditionnaturally derives from the need of eah luster to ommuniate with otherlusters and states that there annot be any oordinator whih duty yleis one.Theorem 3.7.1 Let S be the set of superframes to be sheduled using MSSand let DC1, DC2, . . . , DCn be the duty yles of the lusters 1, 2, . . . , n,respetively, being n>1. Neessary ondition for a set of superframes inorder to be shedulable using the MSS algorithm is that
DC i < 1∀i ∈ S (3.6)54



3.7. Analysis of the MSS algorithmProof : The proof is made by ontradition. Suppose a set of n super-frames with n>1 that is shedulable with the MSS algorithm and where atleast a oordinator k has a DCk=1, i.e., SDk=BIk,.Then it must be thatone of the two alternate timeslies has zero duration. As the MSS uses thealternate timeslie to ommuniate with the adjaent luster, there is onlya set of superframes that is shedulable in MSS with a single timeslie, i.e.,the set made up of only k. But this ontradits our hypothesis that n>1.2A diret onsequene is that neessary ondition for a set of superframesin order to be shedulable using the MSS algorithm is that
DC i ≤ 0.5∀i ∈ S (3.7)Proof : The proof omes diretly from the Theorem 3.7.1 and thede�nition of duty yle in formula (3.3). As BO and SO are both integerso that SO < BO, the maximum duty yle less than 1 is obtained forBO=SO+1, whih leads to a duty yle of 0.5. 2Another ondition on the duty yle of nodes omes from the multi-hannel tehnique we proposed, that needs two non-overlapping timesliesto enable adjaent lusters to ommuniate. This is explained in Theorem3.7.2.Theorem 3.7.2 Let S be the set of superframes to be sheduled usingMSS and let DC1, DC2, . . . , DCn the duty yles of the lusters 1, 2, . . . ,n, respetively, being n>1. Let us group the lusters in two timeslies TS1and TS2 as desribed by step 3 of the MSS algorithm. Neessary onditionfor a set of superframes in order to be shedulable using the MSS algorithmis that

max
i∈TS1

(DC i) + max
j∈TS2

(DC j) ≤ 1 (3.8)Proof : Let H be the major yle of the set S. Suppose that (3.8) does nothold. Then there must be at least a oordinator t in the �rst timeslie anda oordinator k in the seond so that the sum of their duty yles exeedsone. Aording to the de�nition in step 1 of the MSS algorithm, eah majoryle will ontain H/BIt superframes of t and H/BIk superframes of k. AsSDt and SDk belong to di�erent timeslies they annot overlap, so they have55



3. Multichannel Superframe Scheduling for IEEE 802.15.4to be sheduled sequentially. The minimum time needed to shedule thosesuperframes will be
H

BI t
SD t +

H

BI k
SDk = H(DC t +DC k). (3.9)If the hypothesis in (3.8) is false, H(DC t + DC k) is greater than H,whih means that a yli shedule would need more than a major yle.But, as proven in [54℄, a feasible shedule annot require a yle greaterthan the major yle. As a result, the set S annot be shedulable. 2As superframes on di�erent timeslies annot be either overlapped orinterrupted like tasks in preemptive operating systems, there is anotherneessary ondition, stating that BI values must be large enough to �t allthe superframes in the alternate timeslie. This is enuniated and provedin Theorem 3.7.3.Theorem 3.7.3 Let S be the set of superframes to be sheduled using MSS,let SD1, SD2, . . . , SDn the superframe durations and let be BI1, BI2, . . . ,BIn the beaon intervals of the lusters 1, 2, . . . , n, respetively, being n>1.Let us group the lusters in two timeslies TS1 and TS2 as desribed bystep 3 of the MSS algorithm. Neessary ondition for a set of superframesin order to be shedulable using the MSS algorithm is that

max
i∈TS1

(SD i) < min
j∈TS2

(BI j) (3.10)Proof : The proof is made by ontradition. Suppose a set of n super-frames with n>1 that is shedulable with the MSS algorithm and in whihthere is at least a luster k in the seond timeslie so that
BI k ≤ max

i∈TS1
(SD i) (3.11)Let j be the luster whih superframe duration is the maximum amongall the lusters in the �rst timeslie. As BIk is smaller than SDj there mustbe at least one ourrene of SDi within eah superframe of j . This meansthat the lusters j and i partially overlap in time, i.e., they belong to thesame timeslie. However, this ontradits our hypothesis that i and j belongto di�erent timeslies. 256



3.7. Analysis of the MSS algorithmFinally, in Theorem 3.7.4 we provide a su�ient (but not neessary)ondition for the shedulability of a set of superframes.Theorem 3.7.4 Let S be the set of superframes to be sheduled using MSS,let SD1, SD2, . . . , SDn the superframe durations and let be BI1, BI2, . . . ,BIn the beaon intervals of the lusters 1, 2, . . . , n, respetively, being n>1.Let us group the lusters in two timeslies TS1 and TS2 as desribed bystep 3 of the MSS algorithm. Su�ient ondition for a set of superframesin order to be shedulable using the MSS algorithm is that
max
i∈TS1

(SD i) + max
j∈TS2

(SD j) ≤ min
k∈S

BI k (3.12)Aording to step 2 of the MSS algorithm, the minimum BI is takenas minor yle. As in the step 4 all the superframes in TS1 are sheduledsine t=0, then the maximum timeslie boundary tstarti will be equal to
max
i∈TS1

(SD i). As a result, the minimum available spae in any minor yle willbe min
k∈S

BI k − max
j∈TS1

(SD j), whih is greater than the maximum superframeduration of any luster in the seond timeslie by hypothesis. This meansthat all the superframes of the seond timeslie will be suessfully sheduledby the MSS algorithm. 2The hypothesis of Theorem 3.7.4 is only su�ient and it is rather pes-simisti, as it is satis�ed only by the sets of superframes in whih the MSSalgorithm will shedule all the superframes of the seond timeslie in the�rst minor yle. For instane, this ondition holds in the example of Fig-ure 3.5, where SD1 + SD5 = BI 2, but it does not hold in the example ofFigure 3.9, that despite this is shedulable.3.7.2 Frequeny onstraintsThe MSS algorithm uses a di�erent hannel for eah superframe in the sametimeslie. If the number of lusters to be sheduled in the same timeslieis smaller than the number of available hannels, eah luster an be as-signed a random hannel from the set of the unused ones. Otherwise, somemehanism to ahieve spatial re-use of the hannels is needed to apply thegiven shedule. A possible approah is to group the lusters that are distant57



3. Multichannel Superframe Scheduling for IEEE 802.15.4enough to use the same radio hannel without interfering signi�antly andassign them to the same hannels. For this purpose it is possible to use thesame tehnique adopted in [54℄ for the SDS algorithm. However, in orderto avoid interferenes between lusters using the same radio hannel, theondition disussed in Set. 3.4 and depited in Figure 3.3 is to be avoided.This means that the minimum distane between the lusters to be takeninto aount by the vertex olouring problem [60℄ should be set as two timesthe maximum distane at whih it is possible to experiene a non-negligibleinterferene between any of the node of two lusters, and not only by theoordinator. Assuming all nodes having an interfering range of r i, then asafe distane between two lusters sharing the same frequeny is 4r i.3.8 Implementation issuesThis setion disusses how it is possible to ahieve a real implementation ofthe tehnique proposed in this hapter. Firstly, we disuss the modi�ationsto the standard IEEE 802.15.4 MAC protool that are required to implementthe multihannel approah addressed in Setion 3.6. Seondly, we disussthe funtionalities that have to be provided by the upper layers to implementthe MSS algorithm.3.8.1 Changes to the IEEE 802.15.4 MACImplementing the multihannel approah to avoid beaon frame ollisionsneeds only minor hanges to the standard IEEE 802.15.4 MAC protool.In fat, it is possible to use the same superframe struture as de�ned bythe 2006 version of the standard [22℄, where for oordinators that are notthe PAN oordinator two di�erent ative periods are de�ned, namely theInoming and the Outgoing Superframes. In the former the oordinatorreeives beaons from its parent oordinator, while in the latter the oordi-nator transmits its own beaon frames. The only modi�ation to be done insuh a struture to avoid the beaon ollision problem using the multihan-nel approah is storing two di�erent radio hannels, namely the Outgoingand the Inoming Radio Channels, and swithing to the other hannel be-fore the start of the inoming and the outgoing superframe respetively, asshown in Figure 3.7. In the ase the two radio hannels oinide, nodesbehave exatly as in the standard protool. As the superframe struture isunhanged, the proposed approah is bakward ompatible with the stan-58



3.8. Implementation issuesdard IEEE 802.15.4 protool. It has to be noted that it is possible to usestandard modules for nodes that are not intended to work as oordinators.Conerning the primitives of the MAC layer, implementing the multihan-nel approah does not require either new primitives or hanges in the namesor in the parameters of the existing ones. However, slight modi�ations intheir behavior are needed. To understand what suh modi�ations are, letus onsider the assoiation phase of a oordinator (whih is not the PANoordinator), shown in Figure 3.8. When an MLME-ASSOCIATE.requestis triggered at the MAC, the node assoiates with the parent oordina-tor. In that phase, the node has to store the parent's radio hannel ina novel attribute of the PAN Information Base (PIB), that we all ma-InomingChannel . After the oordinator has obtained the o�set and thehannel for its outgoing superframe (how suh information is obtained willbe disussed in Setion 3.8.2), the MAC is triggered by the upper layerthe MLME-START.request primitive,whih ontains, among its parametersthe StartTime and the LogialChannel parameters. The former is used a-ording to the standard spei�ations, while the latter is to be stored inanother novel MAC PIB attribute, that we all maOutgoingChannel . Ifthis parameter oinides with maInomingChannel, i.e., the parent han-nel, then the oordinator behaves in the standard way, otherwise it enablesthe multihannel beaon ollision avoidane mehanism. At this point theoordinator has all the neessary information, and therefore it an starttraking the parent's beaon frame on the inoming radio hannel. Uponthe reeption of the beaon frame, two timer events have to be set, oneto swith to the outgoing radio hannel after the end of the inoming su-perframe and one to swith to the inoming radio hannel after the end ofthe outgoing superframe. However, as the radio hannel swith may takea non-negligible amount of time depending on the adopted transeiver, tworelations have to be satis�ed to ensure that nodes will exhibit the desiredbehavior, i.e.,
SD incoming + Tswitch ≤ StartTime (3.13)

StartTime + SDoutgoing + Tswitch ≤ BI incoming (3.14)where T swith is the hannel swithing time, BI inoming is the beaon intervalof the inoming superframe, SD inoming and SDoutgoing are the superframedurations of the inoming and outgoing superframes, respetively. 59
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Figure 3.7: Superframe struture.A ommon implementation issue for both the time division and themultihannel approah is that a paket left in the transmission bu�er afterthe end of the outgoing superframe may blok all the pakets queuing tobe sent in the inoming superframe, and vie versa. To avoid this problem,it is su�ient to use two di�erent bu�ers to store the pakets to be sentduring the inoming and the outgoing superframes, respetively.3.8.2 Adding MSS Support to the upper layersAs luster-tree topologies involve multi-hop ommuniations, it is neessaryto provide nodes with a network layer in harge of data forwarding. In par-tiular, the ZigBee protool stak [59℄ supports a tree routing mehanismwhih is suitable for luster-tree IEEE 802.15.4 networks. As a result, itis possible to implement the multihannel superframe sheduling algorithmat the appliation layer, on top of the ZigBee stak. In this way, the as-soiation phase remains ompliant with the ZigBee and the IEEE 802.15.4spei�ations, with the small add-ons desribed in Setion 3.8.1. As shownin Figure 3.8, the appliation layer starts the assoiation phase alling theNLME-JOIN.request primitive of the ZigBee Network Layer, whih in turntriggers the MLME-ASSOCIATE.request primitive at the MAC. During theZigBee assoiation proedure, the node is given the short address by its o-ordinator and beomes a member of its luster. While the node is not yeta ZigBee Router (ZR), it an still ommuniate with the other nodes asa ZigBee Devie (ZD). As a result, it an use the standard NLDE andMCPS primitives to obtain the information about the radio hannel and60
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Figure 3.8: Assoiation of a (non PAN-) oordinator.o�set from the PAN Coordinator. After that, the appliation layer an allthe NLME-START-ROUTER.request primitive to make the node a ZR.However, aording to the urrent ZigBee Spei�ation [59℄, this primitivedoes not take as arguments the radio hannel and the time o�set, thusto add the support of the multihannel beaon ollision mehanism theNLME-START-ROUTER.request primitive has to be modi�ed by addingthese two arguments. In this way, the network layer an all the MLME-START.request of the MAC with the right arguments provided by the PANCoordinator running the MSS algorithm. The MSS sheduling algorithman be run either o�ine, i.e., at network design time, or at run time. Inthe former ase the information about the outgoing hannel and the timeo�set an be hardoded in eah oordinator, thus there is no need to ei-ther exhange other data or all other primitives besides the ones desribedin Figure 3.8. This solution is feasible when the exat requirements andomposition of lusters is known a priori, as usually happens in industrial61
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Figure 3.9: Obtaining radio hannel and o�set from the PAN Coordinatorappliations. On the other hand, if it is not possible to plan the lustersat design time, it is possible for a node to use the standard NLDE-DATAprimitives to obtain the information about superframe sheduling from thePAN oordinator. Coordinators an still be appointed and set up o�inewith the proper SO and BO values, otherwise they will perform the asso-iation in the standard way and then use the same superframe parametersas their parent. As shown in Figure 3.9, eah oordinator sends a nego-tiation request frame inluding the requested BO and SO values. Uponthe reeption of suh frames, the PAN oordinator (re-)starts a timer toavoid rerunning the sheduling algorithm many times in the initial networksetup. As the timer expires, it runs the MSS algorithm and then sends bakto the appointed oordinator a negotiation response frame ontaining thetime o�set and the outgoing radio hannel for that oordinator.3.9 Experimental TestbedIn order to show the feasibility of the proposed approah using COTS hard-62
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Figure 3.10: Software arhiteture of TKN15.4ware, we implemented it on the well-known TinyOS operating system [61℄and tested it using TelosB modules from Crossbow [62℄. In partiular ourimplementation is based on TKN15.4 [63℄, a platform independent IEEE802.15.4-2006 MAC implementation for the 2.1 release of the TinyOS. Suhan implementation of the IEEE standard is open soure and follows a mod-ular design, so it allows the easy modi�ation of the protool. In TKN15.4,the MAC funtionalities are mapped to software omponents as shown inFigure 3.10. In partiular, the TKN15.4 MAC an be divided into threelayers. At the lowest layer there is the RadioControlP module, whih atsas an arbiter to ontrol whih one of the upper omponents is allowed to a-ess the radio and at what time. The omponents at the seond level are theones that implement the CSMA and the di�erent parts of the superframe.For example, the BeaonTransmitP/BeaonSynhronizeP omponents han-dle the transmission/reeption of the beaon frame, the DispathSlottedC-smaP/DispathUnslottedCsmaP omponents handle the transmission andreeption of frames using the slotted/unslotted CSMA, while the NoCoord-CfpP/NoDevieCfpP omponents implement the CFP. These omponentsimplement the basi ommuniation mehanisms that are used by the toplevel omponents to provide the MLME and MCPS servies.To support the multihannel beaon ollisions avoidane mehanism,63



3. Multichannel Superframe Scheduling for IEEE 802.15.4we modi�ed the two modules at the seond level that manage transmissionand reeption of beaon frames, i.e., BeaonTransmitP and BeaonSyn-hronizeP. The �rst module, whih implements the MLME-START.requestprimitive and the transmission of beaons, is modi�ed so as to all theMLME-SET.phyCurrentChannel primitive before sending beaon frames inorder to set the radio hannel to the inoming hannel. The seond mod-ule, whih implements the MLME-SYNC primitives that are used to syn-hronize a node with a oordinator, is modi�ed so as to all the MLME-SET.phyCurrentChannel primitive when the node is preparing to reeivethe beaon from the parent oordinator, in order to set the radio hannelto the outgoing hannel.Besides modifying the TKN15.4 implementation of the IEEE 802.15.4MAC, we have also written the modules that implement the upper layers.However, as our objetive here was not implementing the whole ZigBee stakbut testing the mehanisms proposed in this hapter, at the appliationlayer only the funtionalities needed for our purposes were implemented.In partiular, three di�erent appliations were developed, whih identifythree types of nodes. Type 1 represents the PAN oordinator, whih onlyfeatures the outgoing superframe, during whih it keeps listening for datafrom the other nodes. Type 2 nodes represent oordinators whih onlyforward paket, but without produing any data. They send and reeivebeaons aording to the multihannel sheduling provided by the MSSalgorithm. Upon the reeption of data from the assoiated nodes, a type2 node stores the pakets in a bu�er and sends them later in the inomingsuperframe. Type 3 nodes are similar to type 2, but they also produe dataduring their inoming superframe. In partiular, a type 3 node produes adata paket eah time it reeives a beaon from its oordinator.Using those software modules, we deployed a luster-tree network om-posed of six nodes, eah hosting a di�erent luster. The network topologyand the on�guration of nodes are shown in Figure 3.11. In order to makeour results easier to examine, we used a di�erent radio hannel for eah out-going superframe, and the same superframe durations and beaon intervalsfor all the lusters. In partiular, we set for eah oordinator BO=7 andSO=6, whih result in a BI of 122880 symbols (orresponding to 1.966 s)and a SD of 61440 symbol (orresponding to 0.983 s). Notie that suh asenario is not feasible using the time division approah, as the sum of theduty yles of all the oordinators is 3. However, using the multihannelapproah and the MSS sheduling algorithm a feasible shedule for these64
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(a) Network Topology.
Parameter ValueBO 7BI 122880SO 6SD 61440(b) Superframe parameters.

Figure 3.11: Testbed Senario.superframes is found. In our experiments we performed o�ine shedulingof the lusters and hardoded the information about time o�set and han-nel of the outgoing superframe in the oordinators. Aording to the MSSalgorithm, both the major and the minor yles are equal to the unique BIvalue. Moreover, the timeslie boundary is equal to the unique SD value. Asa result, the startTime of all the oordinators of type 2 and 3 is set to 61440symbols. In order to verify that nodes in the luster-tree network behaveorretly, we used an additional six TelosB modules working in promisuousmode, eah sni�ng pakets on a di�erent hannel of the deployed luster-tree network. All these modules were onneted to a single PC, so thattimestamps of all the reeived pakets are obtained from the same lok.We reorded both the reeived pakets and their timestamps in a log �lefor eah sni�er, then we put log �les together to reonstrut the sequeneof events.In our experiment the �rst node to be swithed on was C1, so it imme-diately started sending beaons in the �rst timeslie on hannel 26. Then,at about time 25, we swithed on C5, whih started sending beaons onthe seond timeslie on hannel 25 after the assoiation phase. It should benoted that, as superframe sheduling information is set up o�ine, there is noneed for any data exhange after the assoiation. This phase of the network65
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Figure 3.12: Temporal trae of the experiment: assoiation of C5.

Figure 3.13: Temporal trae of the experiment: assoiation of C4.operation is shown Figure 3.12, where beaons are represented as triangles,assoiation requests as irles, MAC data transmissions as diamonds and a-knowledgements as points. Moreover, the hexadeimal number shown abovebeaons in Figure 3.12 is the short address of the soure node. Exatly thesame events ourred when we swithed on C2 on hannel 24, so we omitthe plot for the sake of brevity. Among the type 3 nodes, the �rst to beswithed on was C4 (about time 112), as shown in Figure 3.13, where datapakets are represented as squares and the address of their soure nodesis the hexadeimal number depited below. As soon as C4 was assoiatedwith C2, it started transmitting data pakets on hannel 24, just after theinoming beaons (e.g., at time 114.3). The data pakets were then for-warded by C2 and C5 in the respetive inoming superframes, e.g., at times115.3 and 113.2, respetively. Moreover, as C4 is also a oordinator, it startstransmitting its beaons in its outgoing superframe on hannel 23. Notiethat the beaons from C1 are aligned with the ones from C2, while beaonsfrom C5 are aligned with the ones from C4. The reason is that C1 and C266



3.10. Concluding remarks

Figure 3.14: Temporal trae of the experiment: steady state network oper-ationsshedule their beaons in the �rst timeslie, while C5 and C4 in the se-ond. A similar behavior was obtained swithing on the other transmittingoordinators, namely C6 and C3, thus they are not shown in the �gures.One all the nodes were ative, the network reahed a steady state, shownin Figure 3.14. In that �gure the hannels ontaining only beaon frames,i.e., hannels 21-23, are omitted. Here it is possible to see that C2 reeivesdata from C4 in the �rst timeslie (time 251.3), C5 then reeives data fromboth C6 and C2 in the seond timeslie (time 252.3) and �nally, in the next�rst-timeslie (time 253.3), C1 reeives two pakets from C5 (ontainingdata originated from C4 and C6, respetively) and a paket ontaining thedata from C3. This pattern of transmissions repeated ylially till the endof our experiment. Moreover we found that beaons on the di�erent han-nels always remained perfetly aligned. In fat, as nodes keep traking thebeaons of their parents, they are able to maintain the synhronization ofall the superframes.This experiment, run on a real deployment, shows that nodes behavesexatly as they are supposed to do aording to the MSS algorithm, thusproviding evidene for the feasibility of the implementation on COTS hard-ware of the proposed approah.3.10 Conluding remarksThis hapter presented a novel tehnique for ollision-free superframesheduling in luster-tree IEEE 802.15.4/ZigBee networks and a novel67



3. Multichannel Superframe Scheduling for IEEE 802.15.4sheduling algorithm alled Multihannel Superframe Sheduling (MSS).This algorithm exploits multiple radio hannels to allow ontention-freesheduling of sets of superframes that ould not be shedulable under single-hannel superframe sheduling algorithms suh as SDS, as the sum of theirduty yles exeeds one. The hapter provides a detailed desription ofthe algorithm, together with some onsiderations on the shedulability andthe frequeny onstraints. The hapter also addresses how to implementthe proposed approah through only minor hanges to the MAC layer andsmall add-ons to the upper layers. Finally, a working implementation basedon the open soure TinyOS is desribed and the outome of an experimentrun on a real testbed is shown, whih proves both the feasibility and theproper funtioning of the proposed approah on COTS hardware. Futurework will deal with further enhanements of the superframe sheduling al-gorithm, suh as the ombination of time and frequeny division superframesheduling to further improve salability and performane of large luster-tree WSNs.
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Chapter 4A Topology Managementprotool for RT-WSNsAlthough in industrial WSNs the main onern is real-time performane, en-ergy e�ieny still plays an important role, beause even in suh networksthere an be battery powered sensor nodes. However, the requirements forenergy onsumption and delivery speed lash with eah other. Therefore,a big hallenge in the design of industrial WSNs is how to inrease en-ergy e�ieny without ompromising real-time performane. In [64℄, theintuition of reduing energy onsumption by sheduling ativity and sleepperiods through an Aggregation Layer in harge of reating and handlinglusters of nodes was given. This hapter builds upon the idea skethedin [64℄ but fouses on the design and analysis of a luster-based topologymanagement mehanism. This mehanism dereases the duty yle of nodeswhile providing bounded delays, thanks to a time division hannel aessstrategy ombined with a ellular radio arhiteture. This hapter pro-vides three main ontributions. First, a fully �edged topology managementmehanism for WSNs, whih is disussed and desribed in detail througha state mahine. Seond, analytial formulations for the energy e�ienyand transmission rate, whih enable us to estimate at design time the trade-o� between the power onsumption and data delivery speed requirements.Finally, experimental results obtained using the ns-2 simulator, whih on-�rm the analytial results on energy-onsumption and assess the e�et ofthe proposed topology management mehanism on the routing performane.In partiular, a omparison between the performane of a well-know routing69



4. A Topology Management protocol for RT-WSNsprotool, i.e., the SPEED protool [12,13℄, when it is used with or withoutour topology management mehanism, respetively, is provided.The hapter is organized as follows. Setion 4.1 summarizes related liter-ature and gives the motivation for our work. Settion 4.2 shortly introduesthe WSN model here adopted, while an aurate desription of the proposedtopology management protool is provided in Setion 4.4. Performane ofour approah in terms of energy onsumption and delay is disussed usingan approximated analytial model in Setion 4.5, while Setion 4.6 showssimulation results. Finally, Setion 4.7 gives our onlusions and outlinesdiretions for further work.4.1 Approahes to improve WSN performaneSeveral approahes to ahieve energy e�ieny and/or delay bounds inWSNs have been proposed, whih work at di�erent levels of the proto-ol stak. Routing-level approahes typially take some ost parameter(e.g., energy and/or delay) into aount expliitly when routing sensor dataand target the optimization of relevant metris [14,65�69℄. Energy-e�ientMAC protools typially implement some kind of oordination to dereasethe duty yle of nodes while regulating the medium aess [70℄. However,the ombination of multiple protools handling the same parameters (en-ergy, delay or both) at di�erent levels generates mutual interations thatare not easy to analyze. To overome this problem, some protools [9,71,72℄use a ross-layer approah that spans from the physial (or the MAC) tothe network layer. A notable example is the LEACH protool [9℄, whihproposes a lustered arhiteture in whih a TDMA-based MAC is ableto derease the duty yle of the nodes, while a CDMA-based PHY al-lows parallel transmissions between the luster. However, LEACH does nottake delay into aount and su�ers from salability problems, as it assumesa diret onnetion between the luster head and the base station. TheDGRAM [71℄ routing and MAC protool uses TDMA-based transmissionswith slot re-utilization to redue the lateny between onseutive transmis-sions. The slot alloation strategy used is based on a distributed algorithm,that runs at the time of node deployment and then remains unhanged. Asa result, DGRAM is not adaptive to varying WSN onditions. Moreover,it requires uniform node density and out-of-band network-wide lok syn-hronization, that is di�ult to ahieve in large WSNs. The SERAN [72℄70



4.1. Approaches to improve WSN performanceprotool suite for lustered sensor networks uses random routing betweenthe lusters together with a hybrid TDMA/CSMA MAC to ahieve energy-e�ieny and robustness. A simpli�ed analytial model based on Markovhains is used to selet the protool parameters so as to meet energy andaverage delay requirements in a given senario. However, as the analysis isperformed o�-line, lusters are �xed and there is no dynami adaptation.Moreover, as the duty yle of nodes is �xed and depends on the topology,there is no energy balaning among nodes in di�erent lusters.Cross-layer approahes raise the omplexity of WSN design. In fat,it may be di�ult (or even impossible) to use COTS hardware or reusewell-known protools, so ross-layer approahes require oding the wholeprotool stak (inluding the basi low-level operations) and may requireustom hardware as well. As a result, their implementation osts may besigni�antly higher than those enountered when deploying a WSN usingCOTS omponents and well-known protools. In this hapter an approahis proposed that does not require spei� hardware or low-level �rmwareand is based on the idea of separating the energy and delay requirementsby addressing them at di�erent levels of the protool stak. This approahis based on the ombination of an energy-e�ient topology managementprotool with a non-energy-aware routing protool enforing a real-timebehaviour in data forwarding. In general, the role of the topology manage-ment protools in WSNs is to oordinate the sleep transitions of the nodesin suh a way that data an be forwarded to the data sink in an energy-e�ient way. To ahieve this goal, the SPAN protool [19℄ elets in rotationsome oordinators that stay (alert) awake and atively perform multi-hopdata forwarding, while the other nodes remain asleep and hek whetherthey should beome oordinators at regular intervals. However, the eletionis based on non-deterministi loal deisions, that are not able to guaranteerouting �delity. A more preditable approah is the Geographial AdaptiveFidelity (GAF) [17℄, where the whole area is divided into �xed virtual grids,small enough that eah node in a ell an hear eah node from an adjaentell. Nodes belonging to the same ell oordinate ative and sleep periods,so that at least one node per ell is ative and routing �delity is main-tained. However in both GAF and SPAN tra� injetion is not ontrolled.As a result, the delay suh protools may introdue is neither preditable orbounded. This makes them unsuitable for real-time WSNs. The topologymanagement protool desribed in this hapter shedules data transmissionsas well as ativity and sleep periods of the nodes, in suh a way to redue71



4. A Topology Management protocol for RT-WSNstheir energy onsumption while introduing a bounded delay. On top ofthis, a routing protool is run to enfore real-time behaviour in data for-warding. It has to be underlined that even if the routing protool does nottake energy e�ieny into aount, the desired property of ahieving energye�ieny while maintaining both routing �delity and delay bounds is glob-ally met through the ombination of the features provided separately by thetopology management and the routing protools. This way, both the de-sign e�ort and the implementation ost for deploying a real-time WSN anbe dramatially lowered, as it is possible to use COTS hardware featuringlow-power apabilities (e.g., IEEE 802.15.4 modules) in ombination withany known real-time routing protool. In addition, the timing behaviour ofthe WSN is easy to analyze, as it is obtained by adding two separate delayomponents, i.e., the bounded delay introdued by the topology manage-ment protool and the one enfored by the routing protool, respetively.As the timing behaviour of the two protools an be analyzed separately, itan be haraterized by means of simple formulas.
4.2 Network modelThe referene environment for both this and the next hapter re�ets a typ-ial monitoring appliation in whih every node of a large and dense WSNmainly working in a proative way periodially sends real-time data to aSink node. As it will be disussed in Chapter 5, the dynami approahis also able to deal with event-driven transmissions. In both hapters itis assumed that nodes are homogeneous, energy-onstrained and station-ary. A sensor node an be in one of the following four states: transmitting,reeiving, idle, sleeping. Eah state is haraterized by a given power on-sumption, high for all the ative states (i.e. transmitting, reeiving andidle), low for the sleeping state [73℄. The only non-energy onstrained nodeis the Sink In our experiments, disussed in Setions 4.6 and 5.2, we haveone Sink node, but this is not mandatory, as our protool an also opewith multiple Sink nodes. All the nodes are supposed to be loation-aware.This an be ahieved through either a dediated hardware (e.g., a low-powerGPS reeiver) or loalization servie protools for wireless ad-ho networks.72



4.3. Design Principles4.3 Design PriniplesThe main requirements of our topology management protool are energy-e�ieny, bounded delay and deterministi routing �delity. Suh require-ments drove the design of our protool, as is explained in the following.Energy-e�ieny : To redue energy onsumption, the typial redun-dany of sensor nodes in a WSN an be exploited by putting nodes to sleepwhen they do not need to be ative. This alternation between ativity andsleep periods is here integrated into a two-level hierarhial network arhi-teture, in whih two network levels work in parallel and interat. The�rst level is made up of the lusters of sensor nodes, here alled Aggre-gated Units (AUs), whereas the seond level is a bakbone of ative nodesthat performs real-time multi-hop forwarding. Sensed data is �rst olletedwithin the �rst-level network, fully ontrolled by the topology managementprotool, and then is forwarded towards the Sink node in aggregate form viathe seond-level network. This means that the real-time routing protoolruns only in the seond-level network. Eah AU node an be in one of thefollowing states:
• InitState;
• Cluster Head (CH);
• Relay Node (RN);
• Common Node (CN).The CH is the AU Master and is in harge of handling data transmissionwithin the AU. The CH ollets data from the sensor nodes (only CNs), per-forms data aggregation and periodially transmits it to the RN. The taskof the RN is multi-hop data forwarding to other RNs or the Sink node, i.e.,RNs form a QoS-enabled bakbone of ative nodes. Data transfer inside anAU, i.e., for CHs and CNs, follows a pre-established sequene whih emu-lates a super-frame struture where eah node has its own time-slot. Notethat this protool builds its own super-frame struture on a CSMA-basedMAC. This has two advantages. First, it does not rely on a spei� MACprotool. Seond, the superframe is tailored for the protool needs, so asto overome the limitations imposed by the spei� protools. As an exam-ple, the beaon-enabled IEEE 802.15.4 supports only 7 Guaranteed TimeSlots, it does not support energy balaning tehniques and does not allow73



4. A Topology Management protocol for RT-WSNsa single network to span over multiple hannels [22℄. In this way, despitethe adoption of a ommon CSMA/CA protool at the MAC level, it is pos-sible to avoid ollisions and to ontrol the duty yles of nodes, thus alsoreduing overhearing and idle listening. As a result, energy onsumptionis signi�antly dereased. In the meantime, RNs stay ative to performreal-time routing. As the CH and espeially the RN states are more energy-onsuming than the CN states, CH and RN nodes are eleted in rotation tobalane energy onsumption and to inrease the network lifetime.Bounded delay: In addition to dereasing power onsumption, on-tention avoidane within the AU allows for bounded delays. Given a trans-mission shedule, the delay introdued by the topology management pro-tool is the sum of the remaining time slots to reah the RN. To preventollisions between pakets from di�erent AUs, a Frequeny Division MultipleAess (FDMA) among nodes operating on di�erent AUs is used. For thisreason, when an AU is reated, a private hannel is seleted, that should bedi�erent from the hannels used by the neighbouring AUs. Nodes will trans-mit on the private hannel for intra-AU ommuniations, while a broadasthannel is used for all the other ommuniations, suh as eletions and dataforwarding towards the Sink. However, to forward data from CH to the RN,the CH has to temporarily swith to the broadast radio hannel, transmitdata and then go bak to the hannel of its AU. To maintain the delaybounded, the CH-to-RN data paket must be transmitted neessarily dur-ing the synhronization slot, otherwise it is disarded. For this reason, thispaket has also to be prioritized over the other tra�, i.e., there should bea high probability of reeiving that paket even when ollisions with othertra� our. This is ahieved by ensuring that for eah RN the signal re-eived from the relevant CH is muh stronger than the one oming from theother RNs. This is obtained seleting very lose CH-RN pairs. In additionit would also be possible to set a higher transmission power for CH-to-RNtransmissions than for RN-to-RN forwarding.Routing Fidelity: In our protool, CNs always ommuniate to theirCH, whih is awake during the ative part of the super-frame, while CHand RNs transmit to RN nodes, whih are ative in the broadast radiohannel at all times. As a result, in order to provide deterministi routing�delity the protool only has to guarantee that eah AU always ontains oneCH and one RN, while the other nodes are CNs. This is ahieved thougha hybrid (distributed/entralized) eletion mehanism, whih onsists of adistributed algorithm used for the �rst eletion only, while the following74



4.4. The proposed topology management protocoleletions are ruled in a entralized way as they are performed by the CH.Suh a entralized eletion mehanism exploits the periodi beaons issuedby the CH to ommuniate a CH or RN swith, so that there is no need tostop data transmissions. Moreover, this mehanism is robust to CN and RNfailures, as the CH is able to detet them and, if an RN fails, the CH eletsa new RN node. However, if a CH fails, the whole AU has to be re-built.4.4 The proposed topology management protoolAs already mentioned in Set. 4.4, aording to the proposed topologymanagement protool protool eah node an be in one of four di�erentstates depted in Figure 4.1.With the exlusion of the InitState, whih is entered by any node as soonas it is turned on, the deision on what the urrent state of a node shouldbe is not loal, but it is agreed between the nodes in the AU. In partiular,in eah AU at any time there is one CH, one RN and a varying number ofCNs. The CH is the Master node of an AU. It manages and handles datatransmission within the AU, olleting data from the sensor nodes (onlyCNs), performing data aggregation and periodially transmitting it to theRN. The task of the RN is to forward the data to other RNs or the Sinknode, i.e., RN nodes form the QoS-enabled bakbone of ative nodes. Inthis arhiteture, therefore, the CH handles transmission within the AU,while the RN handles transmission outside the AU.The normal funtioning of the protool is logially divided into threedi�erent phases, i.e., initialization, eletion and data transfer. The ini-tialization phase is exeuted when a node is ativated for the �rst time(i.e. during the InitState), while eletion and data transfer alternate, notneessarily at regular intervals. The main funtions performed during theinitialization phase are the de�nition of the ellular arhiteture (i.e. thehannel seletion based on the nodes position) and the �rst eletion, duringwhih the CH is eleted. Then the CH elets the RN (as desribed below)and sends the transmission shedule to all the nodes belonging to its AU.In luster-based protools integrating a luster head rotation meha-nism whenever a CH is eleted it is generally neessary to reonstrut thewhole luster. This provides the network with �exibility and adaptabilityto hanges in environmental onditions. However, in the presene of tightdeadlines, or when a ontinuous update of the variables being monitored is75
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4.4. The proposed topology management protocolfrom those of the neighbouring AUs. The transmission hannel is automat-ially seleted during the nodes' initialization. Suh a seletion is based onthe node position. This way we an reate the ellular radio arhitetureby setting the transmission hannels to avoid interferene among nodes ondi�erent AUs. In our senario we assume that all the nodes know theirown position and that they have been randomly arranged with a uniformdensity. Under these assumptions it is possible to reate a homogeneousellular struture in a simple and e�ient way, with a virtual grid subdivid-ing the area being monitored into a number of small uniform regions, eahone hosting a ell. Channel seletion is also based on the position of a node(and the grid it belongs to). In partiular, the parameters alulated fromthe (x,y) position of the node are AU ID and AU oordinates (xAU , yAU ).If the size of the monitored area is (size_x) × (size_y), and the prede�nedside of the AU is AU_side, these parameters an be alulated as follows:
xAU = ⌊x/AU_side⌋ (4.1)
yAU = ⌊y/AU_side⌋ (4.2)

IDAU = xAU · ⌈side_y/AU_side⌉+ yAU . (4.3)Another important parameter to be hosen during the initialization phaseis the radio hannel to be used for AU operations. The hannel seletionsheme here adopted is stati, as the hannel depends only on the AUoordinates. We used a table-based approah, where the radio hannel CAUis seleted as
CAU = 11 + FTable[yAU mod Nrows][xAU mod Ncols] (4.4)where Nrows and Ncols represent the number of rows and olumns of thevirtual grid and FTable is represented through a matrix that an be seto�-line. The table has to be hosen so that the distane of AUs that usethe same hannel is greater than the radio range of the nodes. In the workdesribed in this hapter we used the one shown below:

FTable =




1 2 5 6 9 10
3 4 7 8 11 12
6 9 10 1 2 5
8 11 12 3 4 7


 (4.5)The use of this frequeny assignment permits to limit interferenes betweenTDMA-based ommuniation belonging to di�erent AUs. 77



4. A Topology Management protocol for RT-WSNsThe next step is the �rst eletion, whih deides the �rst CH. We remindthat the �rst eletion is di�erent from the next ones, as the �rst eletion isthe only one that is based on a distributed algorithm. The next eletionsare entralized and performed diretly by the urrent CH. We suppose thatnodes are all homogeneous exept the Sink node, whih is not energy on-strained. Eah node sends an ECHO message ontaining its ID and itsenergy, then waits for other messages from the neighbours. Only nodeswithin the same virtual grid are onsidered, i.e., pakets from other virtualgrids are disarded. After a de�ned timeout, the node having the highest IDaording to the olleted ECHO messages takes the CH role and onsidersthe other ones as members of its AU. This node then alulates the TDMAshedule for its AU and sends it to the AU members through an ADVISEmessage broadasted on the AU. Then the CH waits for ACK messagesfrom every node of the AU. If a timeout expires, the ADVISE message isbroadasted again, until either all the ACKs are reeived or a maximumnumber of retries is reahed. At the end of this proess nodes know theirCH and their TDMA slot, so they an swith to the next state, that is, CHfor the eleted node and CN for the others. There is no need for reahinga onsensus in the CH eletion. If, due to the loss of ECHO messages, twonodes think to have the highest ID, no inonsisteny will raise, as the nodesending the ADVISE �rst will be the CH.4.4.2 Cluster Head.When a node enters the CH state it �rst veri�es whether an RN node isative on the network. This is always true exept for the �rst eletion.In this ase, a new RN is eleted taking whihever of the nodes with thegreatest amount of energy is the losest from the set of the CNs. Then, dataaquisition an start. In eah AU there is only one node in the CH state atany time. This node noti�es the super-frame start and other informationthrough periodial beaons, that are broadasted to the AU at the beginningof eah super-frame. The beaon is used by the CNs for synhronizing withthe AU. In addition to the super-frame length and the AU ID, the beaonalso informs the CNs about hanges in the AU (e.g., that a new CH or a newRN were eleted). After the beaon is sent, the CH remains ative to olletthe sensed data from the CNs. In addition to data, it also ollets otheruseful information to manage the AU, suh as the energy level of eah CN,that is ontained as a �eld of the data pakets. After the duration of (NAU -78



4.4. The proposed topology management protocol2) data time slots, the olleted data is paked into an aggregated dataframe and is ready to be forwarded through the RN. Data fusion tehniquesmay be used to redue the size of aggregated data, however this aspet isnot addressed in this hapter. The CH then synhronizes the AU data withits RN, e.g. swithing from the AU radio hannel to the broadast radiohannel (the one used by the RNs) and transmitting data to its RN duringan appropriate time slot. The duration of this time slot has to be hosenso as to also allow the RN to inform the CH that the urrent RN turn isexpired or that its energy is low. After this time slot, the CH goes bakto the AU radio hannel and enters the sleep state until the start of thenext super-frame. At that time, a new beaon will be sent and the entireproedure will be repeated.In addition to manage TDMA-based data transmissions, a CH node isalso in harge of the eletion of the next CH and RN. Both eletions an beeither time-triggered or event-triggered. In partiular, a node may deideto return to the CN state after a prede�ned time is elapsed or when itsenergy goes below a prede�ned threshold. The duration of CH and RNrounds may be di�erent, e.g., the RN may have shorter rounds as its energyonsumption is greater. The CH autonomously deides whih node is goingto be its suessor and noti�es all the nodes in the AU through the nextbeaon. From the next super-frame the new CH will start operating. Thedeision regarding the next CH is based on the residual energy of the nodesin the luster, as signalled in the frame that nodes send during normaltransmission phases. The RN eletion is also up to the CH, but is triggeredby the RN. In fat, when a new RN eletion is requested, the RN noti�esthe CH during their synhronization phase. The CH onsequently hoosesas the next RN whihever of the nodes with the greatest amount of energyhas the strongest signal (it is advisable for CH and RN to be lose to eahother to ahieve a good QoS). The energy information an be obtained witha negligible overhead, inserting it in the pakets that CN nodes send to theirCH, while the signal strength an be derived diretly by the hardware.4.4.3 Relay Node.A node entering the RN state swithes to the ative radio hannel andstarts forwarding data aording to the routing protool used An RN mayforward data pakets from other RNs or from its CH. It operates dataforwarding on the broadast radio hannel. It an ommuniate with the79



4. A Topology Management protocol for RT-WSNsCH only during the synhronization time slot. This time slot is used alsoto request the eletion of a new RN to the CH beause its turn is expiredor its energy is low. After sending suh a request, the RN has to wait untila new RN is eleted by the CH in order to maintain onnetivity and QoSof the routing protool. This is implemented as follows. After the requestfrom the RN through a NEWRN_REQ message, the CH elets a new RNand ommuniates its hoie using the beaon of the next super-frame.As soon as the new RN reeives the beaon, it enters the RN state andswithes to the broadast radio hannel. At this point, the new RN sendsa NEWRN_CONF message to the old one, so that this node an return tothe CN state. If the routing protool uses something like a routing table or aneighbouring table, it is useful to perform a table exhange between the oldand the new RN. This requires minor modi�ations on the Routing Layer,but ensures that any RN swithing will not a�et the routing performane.We implemented this behaviour paking the table in a RTEXCH paketwhih is sent in response to the NEWRN_CONF message from the newRN.In the RN state nodes never go to sleep, so they are the ones that featurethe highest energy onsumption. Notie that also the Sink node works asan RN. Moreover, in the AU ontaining the Sink node there is no need forrotating the RN. During the �rst eletion, if a CH �nds that the Sink nodefalls into its luster, it elets the Sink as the RN.4.4.4 Common Node.When a node is in the CN state, it saves more energy than in the otherstates, as the duty yle is lower. This is beause a CN is ative only duringthe transmission of the CH beaon and during its own time slot, while itsleeps during the remaining time. It is important for the CN to reeiveevery beaon, as any hange of CH or RN will be noti�ed at the beginningof the super-frame.4.5 Disussion and Protool AnalysisThe proposed approah introdues a two-level hierarhial network arhi-teture, in whih sensed data is �rst olleted within the �rst-level network,the AU level, and then forwarded toward the Sink node in aggregate formthrough a seond-level network. The two levels of the WSN (AU and rout-80



4.5. Discussion and Protocol Analysis
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4. A Topology Management protocol for RT-WSNsmuniations and ontention-based inter-luster ones, using a single radio.Suh a solution improves both performane and network salability. Thisway, tra� within the AUs does not interfere with transmissions from otherAUs or with data forwarding, thus TDMA an be used within the luster,so that the delay is bounded as well as the energy onsumption. Delay isbounded only for the operations of the topology management protool, i.e.,transmissions within an AU. However, this topology management protoolannot turn a routing protool for ad-ho or sensor networks into a real-time routing protool. So, in order to meet soft real-time onstraints inmulti-hop data forwarding, a QoS-enabled routing protool has to be used.In order to assess the performane of our topology management protoolin this hapter we used the SPEED routing protool. However, a di�erentreal-time routing protool might be used as well. Furthermore, the two-levelapproah here adopted implies also some modi�ation on the network viewfrom the routing perspetive. The aspets involved are node density anddelay. As eah AU is viewed as a single entity, the pereived node densityis redued by a fator equal to the number of nodes that make up the AU.As node density may impat on the performane of the routing protool,the AU size should be arefully set. In addition, it is neessary to avoidthe formation of �holes� between AUs. This ould happen if two RNs ofontiguous AUs are too distant to ommuniate with eah other. However,as AU reation is based on node loation and the AU shape is a square,this problem an be easily avoided when sensor nodes are homogeneous bysetting an appropriate value for the AU side. In partiular, the maximumdistane between two nodes belonging to ontiguous AUs is two times thediagonal of the AU, i.e., AU_side · 2
√
2, hene the absene of holes an beensured by setting

AU_side ≤ R

2
√
2
, (4.6)where R is the radius of the area overed by the radio transeivers.The other aspet to onsider during the forwarding phase is the delayintrodued by intra-AU transmissions. As the proposed topology manage-ment protool uses TDMA for data transmission within the AU, the delayfor transmitting data from the CN to the CH is bounded by the size of thetime slot. For the same reason, the delay due to the subsequent nodes of theTDMA shedule is bounded too. In order to limit the delay within the AU,we imposed a time slot also for the synhronization phase between CH andRN. However, during that phase also data forwarding may our, thus lead-82



4.5. Discussion and Protocol Analysising to ollisions between the paket from the CH and the ones from otherRNs. This problem may be solved by using the AU radio hannel also forCH-to-RN tra�, thus making the RN temporarily swith to the hannelused by the CH. This solution does not degrade routing performane whenall the AUs have the same super-frame length, so the time slots may besynhronized along the network. A more �exible solution is the use of thebroadast radio hannel also for this type of tra�, but some mehanismshould be adopted in order to prioritize pakets from CHs respet to theothers. We used transmission power. In fat, as the CH elets RN the los-est node among the ones with the highest energy, the distane between anRN and its CH is usually muh smaller than the distane between RNs ofdi�erent AUs. To further derease the probability of losing synhronizationpakets, the transmission power of CHs an be set slightly higher than thatof the RNs. We found that using these mehanisms the probability of losingsynhronization pakets is very low. This approah is viable unless data it ishighly ritial (rf. Set. 4.6.2), otherwise synhronization of super-framesmay be required. Anyway, the delay introdued on a paket by our topologymanagement protool is bounded and an be expressed as
d = (NS + 1) · TSCN + TSCH , (4.7)where NS is the number of subsequent CNs aording to super-frame shed-ule, TSCN is the data time slot duration for CN nodes and TSCH is theduration of the synhronization phase between CH and RN.As TDMA sheduling is used for data transmission, restritions existon the maximum number of nodes belonging to an AU, or, on the oppositeside, on the minimum super-frame duration. Considering the super-framestruture shown in Figure 4.2, the following relation holds:

SupLength ≥ Tbeacon +N · TSCN + TSCH (4.8)where SupLength is the super-frame duration, Tbeacon is the time used bythe CH for beaon frame transmission and N is the number of nodes inthe AU. Tbeacon and TSCN parameters are onstant values, while TSCHdepends on the number of nodes in the AU (N), on the data �eld length,(Tdata) and on the adopted data fusion tehnique. However, in the worstase (without data aggregation), it an be set to (4.9)
TSCH = Tov + (N − 1) · Tdata (4.9)83



4. A Topology Management protocol for RT-WSNswhere Tov is a onstant overhead due to the (IEEE 802.15.4 and topologymanagement protool) paket header.The proposed approah targets appliations where sensed values have tobe regularly updated. However, a refresh rate shorter than the super-framelength annot be supported. Relation (4.8) an be rewritten to show themaximum number of nodes N in an AU as a funtion of the super-framelength. Given a super-frame with SupLength duration, for the number ofAU nodes N , the following relation holds:
N ≤ max

(
0,

⌊
SupLength− Tbeacon − TSCH

TSCN

⌋) (4.10)This relation may be useful to a network designer for hoosing the num-ber of nodes in the various AUs, as the maximum super-frame length isoften a requirement whih has to be satis�ed for the proper funtioningof the monitoring system. The proposed protool does not require equallylarge AUs, although suh a hoie improves the network lifetime.During the normal network funtioning eah node has a deterministiduty yle. Its value an be obtained by dividing the time interval in whihthe node is ative by the whole super-frame duration. Relations (4.11) and(4.12) refer to CN and CH duty yles, respetively:
DCCN =

Tbeacon + TSCN

SupLength
(4.11)

DCCH =
Tbeacon +N · TSCN + TSCH

SupLength
(4.12)As RNs do not have a duty yle, as they are always ative, i.e., DCRN = 1.In the WSN modules we onsidered [48℄ the power onsumption of thetransmission and reeive states are omparable (being the di�erene lessthan 10%). On the other hand, power onsumption in the sleep state ismuh lower (several orders of magnitude). It is therefore possible to ap-proximately estimate the average power onsumption of nodes in a simpleway, di�erentiating only between the mean power onsumption in the ativestates (reeive/idle and transmission) pa, and the one during the sleep state

ps. These parameters an be obtained from the datasheets of the WSNmodules or through experimental evaluations. Starting from these data,the average power onsumption for CNs, CHs and RNs, respetively, is84



4.5. Discussion and Protocol Analysisobtained as follows:
PCN = DCCN · pa + (1−DCCN )ps

PCH = DCCH · pa + (1−DCCH)ps

PRN = pa

(4.13)Aording to the rotating eletion mehanism, AU nodes eventually beomeRN and CH. As a result, onsidering that eah AU has always one RN,one CH and (N � 2) CNs, and given formulas (4.13), the average poweronsumption of a node within the AU an be expressed as follows:
PAU =

pa
N

+
1

N
(DCCH · pa + (1−DCCH) ps)+

+
N − 2

N
(DCCN · pa + (1−DCCN )ps)

(4.14)where DCCN and DCCH values are those in (4.11) and (4.12).As it will be shown in setion 4.6.1, the average power onsumption ob-tained through (4.14) agrees with the one obtained through our simulations.By substituting in (4.14) the values from relations (4.11) and (4.12), itis possible to express the average power dissipation of a node as a funtionof the super-frame length and the number of nodes of the AU it belongsto. As the super-frame length is the reiproal of the rate at whih aggre-gated pakets are forwarded, an interesting relation holds between data rate,number of nodes and average power dissipation within a generi AU. Theplot of the resulting relation, together with equation (4.10), that identi�esfeasible and unfeasible regions, an be used to represent the arhiteturalspae for the design of an AU. This means that exploiting suh relationsit is possible to design the AUs so that the WSN requirements in terms ofpaket rate and energy onsumption will be met. This is possible thanksto the deterministi behaviour of our luster-based topology managementmehanism. This proess is also quite simple, as it is enough to follow athree dimensional hart. An example graph obtained with this method isshown in Figure 4.3, where the average AU power is expressed as the ratiobetween the average AU power PAU and the pa value. As it was expeted,the average power onsumption dereases as the number of node inreasesor data rate dereases. The reason for the former ase is that an inrease inthe number of nodes without modifying the length of CH and RN roundsauses nodes to be eleted CH or RN less frequently. As a result, nodesstay more time in the CN state, that is the state that features the lower85



4. A Topology Management protocol for RT-WSNspower onsumption. In the other ase, i.e. dereasing data rate, the poweronsumption dereases beause the super-frame gets bigger and, as long asdata transmission is unhanged, the sleeping phase beomes longer. It anbe also notied from Figure 4.3 that the power onsumptions is more sen-sitive to the number of AU nodes rather than the data rate, as it rapidlyfalls when the number of nodes inreases. This is espeially true for low Nvalues, e.g., from 1 to 3 nodes the average power dereases by 50-66%. Thesame behaviour an be notied observing the ontour lines, eah one iden-tifying a lous of points with the same average power onsumption. Notiealso that there is a limit on the number of AU nodes given a maximum datarate or, vie versa, on the maximum paket rate given a de�ned number ofAU nodes. In fat, when the number of nodes inreases, also the number oftime slots beomes higher, so the minimum super-frame length also grows.There is an unfeasible region, haraterized by too high data rate and nodenumber at the same time. This region is the set of all AU on�gurationsthat do not satisfy eq. (4.10), that is represented in Figure 4.3 with thegrey area.

Figure 4.3: Design spae of the proposed topology management protool.Surfae and ontour lines: average power onsumption of a node as a fun-tion of the required data rate and power onsumption of its AU. Grey area:unfeasible ombinations of N and Data Rate.86



4.6. Performance Evaluation4.6 Performane EvaluationIn order to assess the advantages introdued by our topology managementprotool, we simulated suh a protool by means of the ns-2 [74℄ simula-tion tool. We extended the IEEE 802.15.4 model provided by the standardns-2 distribution in order to diretly ontrol the radio hannel assignmentand sleep/wake-up shedules. On top of this we implemented our topologymanagement protool and a SPEED-inspired protool. SPEED is a geo-graphial real-time routing protool for WSNs able to meet soft real-timedeadline by imposing a minimum forwarding speed to data pakets. Theimplementation of this protool slightly di�ers from the original SPEEDprotool, as presented in [12, 13℄. In fat, as pakets forwarding does notinvolve single nodes, but whole AUs (through the RNs), the address usedhere to route data pakets is not made up of the real geographial oordi-nates of the urrent RNs, but of the virtual oordinates of the whole AU.Another di�erene is that hop-to-hop transmissions require ACKs and theper-hop delay is alulated aording to the formula
delay = Wq + (Tack − Ts)/2, (4.15)where Wq is the time elapsed waiting in the transmitting queue, Ts is thepaket arrival time and Tack is the time when the ACK is reeived. Finally,as the RNs periodially hange, we need some way to keep the network insteady state even after the eletion of new RNs. Firstly, when a new RN iseleted, the old one sends the new RN his neighbouring table. Consequently,as soon as an RN beomes ative, it immediately sends a broadast beaon,so that its neighbours an update their neighbouring table with the MACaddress of the new RN. A seond beaon is sent after a short time, inorder to minimize the hane that any neighbour will fail to update itsneighbouring table. Then the node an start sending periodi beaons, asdesribed in [12, 13℄.The physial parameters of the simulated nodes are taken from thedatasheet of the MaxStream XBee modules we used [48℄.4.6.1 Energy E�ieny of the proposed solutionOur �rst objetive is to assess the auray of the approximated analytialmodel through aurate simulation. In this setion, our basi senario isonstituted of 1500 sensor nodes grouped in 100 AUs, eah with 15 nodes.87



4. A Topology Management protocol for RT-WSNsThe monitoring area is set to 10000 m2 (a square with 100 m sides), whilethe area overed by a single AU is 100 m2 (a square with 10 msides). Theframe length for a CN data paket is 25 bytes. We assumed here the worstase in whih there is no data aggregation, but all the values gathered fromCNs are olleted and used to �ll the data �eld of a single bigger paketwhih is then sent to the RN. The setpoint speed of the SPEED protool,i.e. the minimum delivery speed that has to be maintained in order to meetthe paket deadline, is set to 1 km/s. Starting from this senario, we alsosimulated several di�erent other senarios maintaining the same number ofnodes per AU and super-frame length, but with varying network size andnumber of nodes in the whole WSN. The resulting power onsumptions weobtained were very similar in both the average values and standard varia-tions, so the graphs are not shown here. However, the fat that inreasingthe size of the WSN without modifying AU parameters does not a�et en-ergy e�ieny shows that the proposed topology management mehanismis salable in terms of energy e�ieny versus network size. Furthermore,this result on�rms that the only ritial parameters for power dissipationare N and SupLength (or the data rate) so, despite the approximations, ourmodel provides su�iently reliable results.The results obtained from the desribed senario are shown in Figure 4.4.As the number of nodes per AU here is onstant, the only fator that di-retly a�ets power onsumption is the super-frame length. In fat, with alonger super-frame nodes an stay asleep for a longer time. On the otherhand, as the super-frame beomes shorter, the CH and CN duty ylesinrease, so we neessarily have an inrease in power onsumption. Thepower onsumption we obtained through both analysis and simulations ismuh lower than the average values obtained from the SPEED protoolalone. In fat, using the same parameters for the simulation, but withoutlowering the nodes' duty yles, we obtained an average power onsump-tion of about 163 mW. We also notie that the plot in Figure 4.4 shows anasymptote slightly lower than 12 mW. This is due to the RN, whih alwaysstays awake, while all the other nodes redue their power onsumption bylowering their duty yles. So, when the super-frame length signi�antlyinreases, the mean power onsumption of a node inside an AU onvergesto a value that is the sum of the power onsumption of the RN plus thepower onsumption of the other AU nodes in the sleep state, divided by thenumber of AU nodes. However the most important detail to notie is thatthe approximated analytial model given in Set 4.5 and the aurate pro-88



4.6. Performance Evaluationtool simulation obtained through ns-2, provide very similar results. Thishappens thanks to the deterministi behaviour of nodes in terms of energyonsumption. What mainly a�ets power onsumption of the nodes is theirduty yles and with the proposed protool duty yles are imposed bythe network parameters and do not hange. This is valid only for averagevalues. Obviously, when a node plays the RN role, it spends muh moreenergy than a CN. However, the time it will be RN is limited and roles areassigned in rotation. Thanks to these features, energy onsumption withineah AU is balaned and the average power onsumption in the long termis well approximated by the value obtained through relation (4.14).
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Figure 4.4: Mean AU power onsumption vs. varying super-frame length.4.6.2 E�et of the delay bound on CH to RN transmissionsOne of the objetives of our topology management mehanism is to obtaina bounded delay for data transmission inside the AU. This behaviour isahieved by sheduling all data transmissions within the AU in a TDMAfashion and avoiding ollisions among data from di�erent AUs. While thisbehaviour is easy to obtain for CN-to-CH data transmissions through theellular radio arhiteture, obtaining a similar behaviour for CH-to-RN datatransmissions is not so simple. The reason is that RNs need to be always a-tive on their radio hannels in order to guarantee routing �delity, while they89



4. A Topology Management protocol for RT-WSNsshould swith to the AU radio hannel to make transmissions our duringthe prede�ned time slot, thus obtaining a bounded delay. However, bothbounded delay and guaranteed routing �delity are essential requirements ofour protool. The only solution suitable for time-ritial data would be tohave a fully synhronized WSN, in whih, instead of being always on thebroadast hannel, all the RNs simultaneously swith to the radio hannelof their AU at the same time, and simultaneously go bak to the broadastradio hannel. However, this solution is not �exible, as synhronizationshould be maintained along the whole WSN and all the AUs should havethe same super-frame length. Moreover, the main aim of our approah isnot providing support for high-ritial data transmission, but avoiding un-bounded delays while routing soft real-time messages. For this reason wedevised a di�erent solution, in whih the CH temporarily swithes to thebroadast radio hannel, transmits data and then goes bak to the hannelof its AU. The transmission of the aggregated data is asynhronous withthe RN, although it remains synhronous with the AU. In fat, a time slotTSCH is de�ned, so that transmission needs to be performed during thede�ned time. If the time slot elapses before data transmission has �nished,the CH drops the paket and goes bak to the hannel of its AU. This way,bounded delay is maintained, but with a slightly inrease on the paket lossrate. That inrease an be limited by prioritizing CH frames. Our idea is toselet very lose CH-RN pairs, so that the signal reeived by the RN fromits CH is the highest from all the other nodes. In addition it would alsobe possible to set for CH-to-RN transmissions a higher transmission powerthan the one used for RN-to-RN forwarding. We simulated the worst asein whih the transmitting power is the same and only the lower distaneprioritizes CH-to-RN pakets. The CH-to-RN paket suess ratio is shownin Figure 4.5. The hart plots the fration of the synhronization paketsthat have been suessfully reeived as a funtion of the super-frame length.We notie that up to an overall paket injetion rate of 188 pakets per se-ond (obtained in our senario with an 8s long super-frame), the suessratio is above 0.98. Above that value there is a slow inrease of the paketloss ratio, but it is well ontrolled (less than 3%) by the IEEE 802.15.4MAC+PHY layers. Only with the lowest super-frame duration we tested(1s, whih provides an overall paket injetion rate of 1500 pakets/s) theloss rate is notieable, with about an 8% paket loss ratio. These resultsare quite aeptable for non-ritial data, while for ritial data it may beonvenient to implement a fully synhronous network.90



4.6. Performance Evaluation
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4. A Topology Management protocol for RT-WSNs
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Figure 4.6: End-to-end delay.results of our simulations are shown in Figure 4.6, 4.7 and 4.8. The graphslabelled as TC-SPEED in the Figures 4.6-4.8 refer to SPEED running on topof our topology management protool. In partiular, Figure 4.6 shows theend-to-end delays experiened with and without our topology managementprotool. We notie that values are quite similar, although the SPEED pro-tool alone features generally slightly lower delay values. This is probablybeause of the larger paket size. However, while the pakets are larger,there is atually a redution of their number, as data from multiple CNs ispaked into one paket. In these onditions the IEEE 802.15.4 CSMA/CAprotool ahieves better ollision avoidane apabilities. This behaviour islearly shown in Figure 4.7, where the paket loss perentage is plotted.While the paket loss of the standard SPEED protool rapidly inreaseswith the inreased paket injetion rate, the inrease with the adoption ofour topology management protool is quite limited. The reason for this be-haviour is that the SPEED protool alone, as ompared to SPEED runningon top of our topology management protool, uses a muh higher numberof smaller pakets to arry the same amount of data. So in addition to themuh lower energy onsumption, another important result of our topologymanagement protool is the inreased network apaity. Notie also thatthe network apaity ould be further improved if data aggregation on CHand RN nodes would be performed. The e�et of the inreased networkapaity is shown also in Figure 4.8, where we notie that, despite the fat92



4.6. Performance Evaluation

0

5

10

15

20

25

30

35

40

45

50

50 150 250 350 450 550

Packets/s

P
a
c
k
e
t 
L
o
s
s
 (
%
)

SPEED

TC-SPEED

Figure 4.7: Paket loss ratio.

0

10

20

30

40

50

60

70

80

90

100

50 150 250 350 450 550

Packets/s

S
P
E
E
D
 H
it
 R
a
ti
o
 (
%
)

SPEED

TC-SPEED

Figure 4.8: SPEED Hit ratio.
93



4. A Topology Management protocol for RT-WSNsthat average delays are often slightly higher, the SPEED hit ratio, i.e. thefration of pakets that meet the end-to-end forwarding speed requirements,is muh higher with the adoption of our topology management protool thanwith the SPEED protool alone. The reason is that also lost pakets aretaken into aount and while the SPEED protool alone reahes very highvalues, up to 48%, the inrease on paket loss ratio experiened with ourtopology management protool is always under 5%.4.7 Conluding remarksThis hapter desribed and analyzed a topology management mehanismwith bounded delay for WSNs. This is a luster-based protool that hasto work together with a real-time routing protool to meet soft real-timeonstraints while ahieving high energy e�ieny. The proposed topologymanagement protool reates a super-frame struture where eah node hasan assigned time slot and data transmission is performed in a TDMA fash-ion. This aess mehanism allows nodes to shut down their radio when notransmissions or reeptions are needed, thus signi�antly dereasing theiraverage energy onsumption. In addition, the TDMA mehanism imposesa bound on the delay of intra-AU ommuniations. Performane resultsobtained through simulations run under ns-2 showed the good behaviourof the topology management protool in terms of energy onsumption andalso showed the inreased performane of the routing protool running ontop of it. The reason is that, while the number of soure nodes is thesame, a smaller number of (bigger) pakets are forwarded. This results ina muh lower paket loss rate that highly inreases the quality of the over-all monitoring appliation. A slightly simpli�ed version of this topologymanagement mehanism has been implemented on the Maxstream XBeemodules to show the feasibility of the proposed approah.
94



Chapter 5An improved dynamitopology management protoolfor RT-WSNsThe previous hapter desribed a novel approah to ahieve real-time per-formane while prolonging network lifetime, based on the idea of separatingthe energy and delay requirements by addressing them at di�erent levels ofthe protool stak. This approah exploits the ombination of an energy-e�ient topology management protool with a non-energy-aware routingprotool enforing a real-time behaviour in data forwarding.This hapter desribes an improved topology management protoolwhih is based on the protool desribed in Chapter 4, but introdues dy-nami mehanisms that allow for both event-driven data transmission anddynami network (re-)on�guration. Moreover, the dynami topology man-agement protool here proposed introdues a novel energy balaning featurethat is able to signi�antly inrease the overall network lifetime through anode exhange poliy.The hapter is organized as follows. Setion 5.1 disusses the bene�tsand the limitations of the stati approah, while Setion 5.2 provides adetailed desription of the dynami topology management protool. Se-tion 5.3 provides simulation results on network lifetime and routing per-formane with omparative assessments. Finally, Setion 5.4 gives someonluding remarks. 95



5. An improved dynamic topology management protocol for RT- WSNs
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5.1. Benefits and limitations of the static approachthe maximum number of nodes that an AU may omprise, is bounded bythe super-frame duration, as in formula (4.8).Given the AU parameters, the duty yles of nodes an be determinedwith simple formulas taking into aount that: a) the CH sleeps only duringthe inative part of the super-frame, b) the CNs stay asleep also during theslots of the other CNs and during the synhronization slot and c) the RNshave to remain ative all the time. The duty yles of CN and CH nodes anbe therefore expressed as in formulas (4.11) and (4.12) respetively, whilethe duty yle of the RN is 1. In COTS WSN nodes, the power onsump-tion of the transmission and reeiving states are usually omparable, whilepower onsumption of the sleep state is signi�antly lower [48℄. As a result,it is possible to approximately estimate the average power onsumption ofnodes di�erentiating only between the mean power onsumption in the a-tive states (reeive/idle and transmission) pa, and the one during the sleepstate ps. The values for suh parameters an be found in the datasheetsof WSN nodes or through diret measurements. Considering that eah AUhas always one RN, one CH and (N�2) CNs and that both RNs and CHsare eleted in rotation, the average power onsumption of a node within theAU an be approximated as in formula (4.14).By substituting in (4.14) the values obtained from (4.11) and (4.12), it ispossible to express the average power dissipation of a node as a funtion ofthe super-frame duration and the number of nodes in the AU it belongs to.As the super-frame duration is the reiproal of the rate at whih aggregatedpakets are forwarded, it is possible to relate the obtainable data rate to thenumber of AU nodes and the average power onsumption. However, the AUparameters SupLength, Tbeacon, TCN , TCH and N have to satisfy relation(4.8), otherwise their ombination would lead to an unfeasible super-frame.An illustrative example of the design spae given by the four relations wasshown in Figure 4.3, whih showed the normalized power onsumption as afuntion of N and data rate. Given the appliation requirements in termsof time slot durations, suh a �gure an be used to hoose o�-line an Nvalue in the feasible region so as to satisfy both energy and data-rate re-quirements. However, while the stati AUs thus obtained allow us to �ndthe trade-o� between ost, performane and energy onsumption at designtime, the approah in Chapter 4 auses some disadvantages as well. Themost notieable is the lak of �exibility. In order to �nd the best AU pa-rameters, the appliation requirements have to be known a priori and haveto remain unhanged. One an appliation has been deployed, it is not pos-97



5. An improved dynamic topology management protocol for RT- WSNssible to extend or to reon�gure it. As an example, when many nodes runout of energy, a possible way of prolonging the network lifetime is to addnew nodes full of energy. A reon�gurable protool might use the new nodesfor the energy-onsuming tasks and derease the duty yles of low-energynodes, thus prolonging the network lifetime. However, this is not possibleusing the stati protool. Another limitation of the stati approah is thatit requires that all the AUs have the same shape and size, whereas severalsenarios exist where some areas require a higher node density than others.In addition, the wireless signal quality does not only depend on the distane,so AU seletion based only on the loation of nodes may not be the besthoie. Finally, the super-frame struture proposed in Chapter 4 providesan e�etive support for periodi data transmission, but there is no diretsupport for event-driven ommuniations. Even in WSNs that work mainlyin a proative fashion, the support for some kind of aperiodi transmissionmay be useful. For all of the above mentioned reasons we improved theprotool in Chapter 4 to inlude dynami AU reation and reon�guration.This is desribed in the next Setion.5.2 The dynami approahThe dynami topology management protool maintains the same arhite-ture of the stati protool. However, to overome the limits of the statiapproah, three main hanges have been made. Firstly, a slightly di�erentsuper-frame struture is used to also support event-driven ommuniationsfor both data transmission and servie ommuniations, suh as node joinrequests. Seondly, a more �exible initialization phase has been designed, inwhih a dynami lustering algorithm is used to build the AUs and the han-nel seletion follows a distributed approah. Thirdly, as AUs are not �xed,an adaptive AU organization has been introdued, that is able to maximizenetwork lifetime while balaning the energy between di�erent AUs.5.2.1 Super-frame strutureThe super-frame struture of the dynami approah is similar to the one ofthe stati approah as far as the beaon, the CN data slots, the CH-to-RNSyn slot and the mehanism used to prioritize the CH-to-RN data paketover the other tra� are onerned. However, as node joining requests mayome at run-time during data transmissions, to ensure that suh requests do98
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, (5.3)where TAp is the duration of the aperiodi slot. As in the stati approah,the duty yle of the RN is 1 and the average power onsumption an beapproximated with formula (4.14).5.2.2 Node InitalizationThe initialization mehanism for the dynami topology management proto-ol has to aomplish three di�erent tasks, i.e., Node Disovery, AU Creationand AU Join.Node Disovery: The node sends a hello message and then ollets infor-mation about the neighbours. In addition to disovering neighboring nodes,99



5. An improved dynamic topology management protocol for RT- WSNsthis task has also to assess the WSN state. In fat, a node an be ativatedeither when the WSN is being deployed for the �rst time or when the net-work is already ative but more nodes (or just new nodes) are needed. Inthe former ase, the AUs have to be reated, thus the node enters the AUCreation phase. In the latter ase, a node enters the Join AU phase. Thestate of the WSN an be assessed by listening to the messages from othernodes. In partiular, if a node reognizes on the broadast hannel messagessent by RNs, it assumes the AUs have already been reated, so it an joinone of the existing AUs, i.e., the one with the best link quality. On the otherhand, if the node only hears other hello messages or eletion messages, thenit realizes that the WSN is not ative yet and therefore swithes to the AUCreation task.AU Join: This task is performed by swithing to the radio hannel ofthe hosen AU and sending an AU_join_request to the relevant CH. Suha request must not interfere with TDMA ommuniations. For this reason,the node has to wait for the beaon and it will transmit during the aperiodislot. Depending on the urrent AU onditions, the CH an aept or refusethe assoiation. As a higher number of nodes per AU means a smalleraverage energy onsumption, the assoiation request is refused only whenthe maximum number of nodes per AU is reahed for the desired super-frame duration, i.e., when the addition of a time-slot would prevent the AUfrom reahing the desired data rate (given by the reiproal of the super-frame duration). In this ase, the node an try to join the next best AU, andso on. If all the known AUs refuse the assoiation, the node starts its ownAU. In the ase the assoiation request is aepted, the CH assigns a newTDMA slot to the node and broadasts the membership and the new TDMAshedule to all the AU members. Suh a mehanism allows nodes to join orleave without the need for re-initializing the AUs and without a�eting theTDMA transmissions of the operating CNs. However, all the nodes have tomaintain the knowledge of the whole AU and the slot assignments, as theywill eventually beome CHs.AU Creation: The objetive of this task is to partition the WSN indi�erent AUs, eah with one CH, a unique ID and a radio hannel that isdi�erent from the ones of the neighboring AUs. In order to simplify theproblem of AU reation, it an be split into three di�erent sub-problems,i.e., grouping the nodes into AUs, seleting AU addresses and seletingAU hannels. The former is a typial lustering problem, in whih themain objetive is to �nd lusters with a balaned number of nodes. As100



5.2. The dynamic approachWSNs may omprise a very large number of nodes, node grouping shouldbe aomplished in a distributed fashion and, as the nodes are energy-onstrained, the distributed lustering algorithm should be fast and requirea small number of messages. The distributed lustering problem has beenwidely studied in the literature and several algorithms have been spei�allydesigned for ad-ho and sensor networks, e.g., [75�79℄. Suh algorithmsan be used to elet the �rst CHs and to partition the WSN into AUs.However, as the CHs are eleted in rotation, it is not su�ient that allnodes an ommuniate diretly with the CH, but all the nodes in the AUshould be able to ommuniate with eah other, i.e., they should belongto the same radio domain. The easiest way to ahieve this is to limit theAU physial size, so that the AU area is ontained in the radio overagearea of all its nodes. This an be ahieved by disarding all the assoiationrequests oming from far nodes, or by imposing an assoiation aeptaneprobability dependent on either the proximity or the signal strength of therequesting node. The latter solution is more e�etive in the long term, as itallows for a partial spatial overlapping between di�erent AUs that an beexploited by the node exhange poliy to maximize the network lifetime.The seond ativity related to AU reation is assigning a unique IDto eah AU. This is neessary as the routing protool addresses paketson a per-AU basis. Assuming that eah node is given a unique address,the AU ID an be set equal to the address of its �rst CH. In the ase ofgeographi forwarding, the routing protool uses the oordinates of nodes toaddress the data pakets. In this ase the oordinates of the RNs should beused. However, as RNs periodially hange, neighbours tables ould beomeinonsistent as soon as a hange ours. To avoid this problem it is possibleto use, instead of the RNs oordinates, the AU entroids, alulated fromthe oordinates of all the nodes belonging to the AU.The last ativity onerning AU reation is the de�nition of the ellularradio arhiteture, i.e., the seletion of a dediated radio hannel for eahAU. Di�erent AUs an use the same radio hannel, but only when they donot interfere with eah other. At the end of the lustering algorithm, the CHpiks a random hannel for intra-AU ommuniation and announes it viaa broadast message. The broadast hannel is exluded by the seletion,as well as all the radio hannels used by nodes from other lusters thatan be diretly heard by the CH. However this is not su�ient to avoidinterferene between adjaent AUs, as a node X might be able to hear twodi�erent CHs that annot ommuniate with eah other. After joining one101



5. An improved dynamic topology management protocol for RT- WSNsof them, ommuniation between X and its CH may su�er from interferenefrom the other CH. To avoid this situation, a proedure to detet hannelon�its and resolve them before the AU reation is needed. In general,a node that �nds two AUs using the same hannel should alert both theCH andidates. Then, only one of them will have to hange the hannel,piking another random hannel among the unused ones. For this purpose,a �xed rule an be used, e.g., the node that maintains the hannel mightbe the one with the highest address. However, to avoid the overhead dueto a large number of hannel on�it alerts, nodes should broadast suhmessages after a small random period. If, in the meanwhile, the same alertis reeived from another node, there is no need for other nodes to send it.5.2.3 AU organizationWhen using the stati topology management protool, the network designeran selet the parameters of eah AU in suh a way to ahieve a suitabletrade o� between energy-e�ieny and timeliness, as in the example of Fig-ure 4.3. However, when using the dynami approah it is not possible toselet in advane the exat number of nodes belonging to eah AU, as it de-pends on the distributed lustering algorithm and on the exat topology. Inthis ase it is possible to hoose the super-frame duration so as to maintainthe desired data rate. Then, it is up to the protool itself to address thenetwork lifetime optimization through a dynami adaptation of the AUs.Suh a dynami mehanism exploits the fat that the duty yle of nodesis a funtion of the AU parameters, so it is possible to estimate the averagepower onsumption after a topology hange through formula (4.14). Simi-larly to the stati approah, here the average power onsumption dereaseswhen either the number of nodes or the super-frame duration inreases.As the super-frame duration is set to meet the appliation requirementsin terms of data rate, it annot be dynamially modi�ed by the protool.However, the number of nodes of the AUs an be adapted by the topologymanagement protool through a suitable node exhange poliy. This poliy,whih aims at balaning the expeted lifetime of the nodes belonging to theAUs, follows two rules. The �rst rule is that an AU an request a nodeexhange only when its lifetime is smaller than the mean of the lifetimes ofits neighbouring AUs. The seond rule is that a node exhange request anbe sent from an AU to another only if the di�erene between the lifetimes ofthe two AUs exeed a de�ned threshold (in perentage). These rules allow102



5.2. The dynamic approachnode exhanges only when a notieable improvement in lifetime is obtained,beause a large number of non-ontrolled node exhanges would instead leadto high overhead and low bene�ts.5.2.4 Lifetime EstimationOne of the main objetives of this protool is to maximize network lifetime.Here we make the onservative assumption that the network is properlyworking when all the AUs are ative and provide the Sink with the infor-mation from their nodes. As a result, when even a single AU is no longerable to transmit its data, the network is not working properly. For this rea-son, we de�ne the lifetime of the network (in properly working onditions)as
LTWSN = min

i≤NAU

LTi, (5.4)where LT i is the i-th AU lifetime and NAU is the AU number. Aording tothis de�nition, to improve the network lifetime, the time at whih the �rstAU dies has to be delayed. Nodes forming the AU have di�erent energyonsumption depending on their state, being RN the most energy-greedystate and CN the less energy-expensive one. State rotation balanes en-ergy among the AU nodes. However, in order to be appointed CH or RN,a node must have enough energy to aomplish the task. For this reason,nodes below a de�ned energy threshold ETH annot be eleted CH or RNas, although they an still work in the CN state, they annot guarantee theorret funtioning of the AU. For this reason we onsider an AU featur-ing an average energy below ETH as non-working properly and we de�nethe lifetime of an AU as the remaining time before the average energy ofnodes drops below the ETH threshold. Suh a threshold has to be set bythe network designer to a value that, at least, should allow a whole RNround to perform. A graphial representation of the AU lifetime is shownin Figure 5.3. Aording to the de�nition, the AU lifetime an be expressedas
LTi =

(
ĒAU − ETH

)/
PAU , (5.5)where ĒAU is the arithmeti mean of the residual energy of the AU nodesand PAU is the average power onsumption of AU nodes, alulated usingformula (4.14). ĒAU has to be omputed gathering information about all the103
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5. An improved dynamic topology management protocol for RT- WSNs5.3 Performane evaluationIn order to assess the performane of our dynami topology managementprotool, we used the ns-2 [74℄ simulation tool. We extended the IEEE802.15.4 model provided by the standard ns-2 distribution in order to di-retly ontrol the radio hannel assignment and sleep/wake-up shedules.On top of this we implemented our topology management protools andSPEED, a well-known, well-studied and easy-to-implement real-time rout-ing protool that performs geographi forwarding while enforing a mini-mum delivery speed. The physial parameters of the simulated nodes aretaken from the datasheet of the XBee modules [48℄. The default ns-2 han-nel error model was used, where transmission errors are determined by thesignal-to-noise ratio. The duration of the time slots was set to 20 ms forthe CN data and to 100 ms for the synhronization slot as well as for theaperiodi slot. The duration of Tbeacon is not �xed, but it is upper boundedby the duration of a CN data time-slot. The values used for the otherparameters are presented in the desription of the simulated senarios.5.3.1 E�et of the node exhange poliy on network lifetimeWe simulated a senario in whih 450 nodes were randomly deployed ina 100m × 100m terrain. The radio range of nodes was set to 30 m. Weran a distributed lustering algorithm and, after the AU initialization, weobtained the initial AU distribution shown in Figure 5.5a, where the sameombination of shape and grey sale is used to denote nodes belonging tothe same AU. Bigger shapes denote CHs. Figure 5.5b shows the distri-bution of lifetime among the obtained AUs after one minute of networkfuntioning, i.e., before the ourrene of any hange. Suh a distributionspans over a wide range of values. As a result, if the AU omposition didnot hange, some AUs would stop funtioning while other AUs would stillhave energy remaining. The reason is the non-uniform number of nodesper AU. However, the dynami adaptation performed in the next steps ofthe simulation makes the AU omposition hange thanks to the node ex-hange poliy, that makes nodes leaving long-lasting AUs to join AUs withshorter lifetimes. This is shown in Figure 5.6, in terms of lifetime distri-bution taken at di�erent times, i.e., at 11, 21, 31 and 41 minutes. It anbe notied that suh a distribution beomes narrower and taller with theelapsed time. This means that the lifetime of the AUs tends to be balaned.106
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(b)Figure 5.5: AU on�guration after the initialization phase (a) and AU life-time distribution after one minute (b).At the same time, the lifetime of the overall network aording to formula(5.4), i.e., the minimum AU lifetime, signi�antly grows. However, after aperiod of time in whih the lifetime distribution hanges rapidly to balaneenergy onsumption, i.e., 41 minutes in this senario, the distributions tendto remain stable. This means that further hanges are not possible beauseof physial onstraints, (e.g., as nodes are too far from other AUs or anhear two AUs using the same radio hannel) or simply beause the di�erenebetween the expeted lifetimes of near AUs does not exeed the minimumthreshold (here set equal to 15% in all the simulations). In the latter ase,it is possible that other node exhanges will happen after a while, as theexpeted lifetime dereases for all the AUs and the di�erene of lifetimeexpressed in perentage may exeed the threshold. In order to show thissituation, we dereased the initial energy of nodes by a fator of 5 and re-runthe simulation. The results obtained in terms of network lifetime, given inFigure 5.7, show that a further node exhange happens at about 140 min,as the minimum threshold is reahed. The same �gure also ompares thenetwork lifetime ahieved by the dynami topology management protoolwith the one obtained without any topology management protool for thesame network. As expeted, our topology management protool providesthe WSN with a signi�antly longer network lifetime. It should be also no-tied that, for the on�guration shown in Figure 5.5a, the lifetime obtained107
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Figure 5.6: Dynami evolution of the WSN in terms of AU lifetime.
with a topology management protool dividing the area into �xed virtualgrids, suh as the stati approah in Chapter 4 and GAF [17℄, is exatly thesame obtained without any topology management protool. In fat, usinga transmission range of 30 m, the maximum AU size for the stati topol-ogy management protool is about 10m × 10m. As shown in Figure 5.5a,using this AU size with the same random topology there would be severalsingle-node or two-node AUs. As node exhange is not possible in the statiprotool, the AU with the lowest lifetime would have the same lifetime ofa node in a WSN without any topology management protool. The sameonlusions hold for GAF, as the resulting virtual grids are the same as theones obtained by the stati topology management protool. As a result,in suh a random deployment the dynami approah would provide muhlonger network lifetime than both GAF and the stati approah.108
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Figure 5.7: The e�et of the dynami AU adaptation implemented by theproposed Topology Management Protool (TMP) in terms of network life-time, ompared to the network lifetime obtained without any TMP or aTMP featuring �xed Virtual Grids (VGs).5.3.2 E�et of the topology management protool on SPEEDreal-time performaneIn order to show the e�etiveness of the proposed dynami topology manage-ment protool, we ompared the performane of the SPEED protool [12,13℄alone, i.e., without any topology management protool, with the ones ob-tained by the following ombinations: a) SPEED with the stati topologymanagement protool proposed in Chapter 4, b) SPEED with the dynamitopology management protool here proposed, c) SPEED with the GAFtopology management protool1.The four on�gurations will be heneforward referred as SPEED, sTM-SPEED, dTM-SPEED and GAF+SPEED, respetively. Simulations wererun in the same senario, omprising 240 nodes randomly deployed in a
40m × 40m area. In the ase of the stati approah, nodes were groupedin sixteen 10m × 10m AUs. Eah AU was omposed of exatly 15 nodes.A similar luster omposition was used for the GAF protool [17℄. In the1Atually the results herein presented are obtained by an enhaned GAF, in whihsleeping nodes temporarily turn on their radios and transmit to their leader wheneverthey produe data. Otherwise, we would obtain a miss ratio greater than 90% even underlow workloads, due to messages waiting the pre-sheduled wake-up time. 109
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Figure 5.8: Performane omparison between the standalone routing pro-tool (SPEED), SPEED with the GAF protool (GAF+SPEED), SPEEDwith the stati topology management protool (sTM-SPEED) and SPEEDwith the dynami topology management protool (dTM-SPEED).ase of the dynami topology management protool nodes built the AUsautonomously. In all the simulations eah node had to periodially transmitdata to the Sink loated in the top left orner of the monitored area.The interval between onseutive transmissions was hanged every runin order to set the desired data rate, from a minimum of 50 to a maximumof 550 pakets per seond. No data fusion was performed, i.e., at eah Synslot the CH had to pak all the values olleted by the CNs in a bigger datapaket to be sent to the RN. This hoie was made to stress the networkinjeting the worst-ase network load in whih the payload of an RN paketis the sum of the payloads of all the AU nodes. The results of these simula-tions are paket loss, average delay and SPEED hit ratio (i.e., the fration ofpakets that meet the requirement on the end-to-end forwarding speed andthus the deadline, as de�ned in [12℄) and are shown in Figure 5.8a, 5.8b and5.8, respetively. In Figure 5.8b it is possible to notie that there is not abig di�erene in the average delay obtained with the SPEED and either the110



5.4. Concluding remarkssTM-SPEED or the dTM-SPEED on�gurations, although SPEED obtainsslightly lower values. The reason for the last result is that in our topologymanagement protools data pakets from the CNs are forwarded by the RNsembedded into a single data paket. As a result, the forwarded pakets arebigger than the ones transmitted by the SPEED on�guration, that onlyontain data from a single sensor. However, while the delay introdued byGAF+SPEED inreases signi�antly when the workload is inreased, thedelay introdued by our topology management protools does not inrease.The reason is that, while GAF does not perform any ontrol on tra� in-jetion, the two-level network arhiteture of our approahes separates dataolletion from data forwarding through the use of multiple hannels andonentrates all the tra� in the RNs. As only one paket is needed fora whole AU, both the sTM-SPEED and the dTM-SPEED on�gurationsprovide for a strong redution on the number of pakets to be forwardedand thus of the ollision probability. The redued number of ollisions onthe broadast hannel yields to the paket loss results in Figure 5.8a. Whilethe paket loss for SPEED and SPEED+GAF on�gurations signi�antlygrow with the inreased paket injetion rate, this e�et is quite limitedin sTM-SPEED and beomes almost negligible in dTM-SPEED. The latterresult depends on the adaptive behaviour of AUs, that use a distributedlustering algorithm instead of a pre-de�ned mapping. The diret e�etof bounded delay and redued paket loss is that the SPEED hit ratio ismuh higher with our topology management protools than with SPEEDand SPEED+GAF on�gurations, being the performane obtained with thestati and the dynami approahes quite similar. This onsideration meansthat the proposed dynami approah is able to signi�antly improve �exi-bility and network lifetime of unbalaned WSNs without a�eting real-timeperformane.5.4 Conluding remarksThis hapter desribed and analyzed a dynami topology management pro-tool for real-time WSNs that extends the one in Chapter 4 in several re-spets. Firstly, it provides support for both periodi and aperiodi trans-missions. Seondly, it allows for dynami lustering to e�etively set-upthe AUs when the density of nodes is non-uniform. Finally, it introduesa novel energy balaning feature that is able to signi�antly inrease the111



5. An improved dynamic topology management protocol for RT- WSNsoverall network lifetime through a node exhange poliy. Results obtainedthrough ns-2 simulations showed the e�etiveness of the energy balaningtehnique and its bene�ial e�et on the performane of the routing protoolrunning on top of it. Compared with the stati approah, the dynami oneprovides a signi�ant improvement in the network lifetime for randomly de-ployed WSNs while maintaining the good real-time performane. On-goingwork is addressing the implementation of the proposed approah on COTSIEEE 802.15.4 modules and measurements in real senarios.
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Chapter 6A hain-based routing protoolfor industrial WSNsWhile many routing protools exist for traditional WSNs, urrently only afew WSN protools are tailored for industrial environments [80�82℄. More-over, none of them onsider the integration with traditional wired networks,although this is reognized as one of the most signi�ant hallenges in in-dustrial WSNs [2, 83℄.A promising approah for industrial monitoring is the hain-based one,as it not only enables the integration with existing industrial networks, butalso takes advantage of it to provide preditable latenies while limiting thepower onsumption. This hapter investigates the use of a hain-based pro-tool for industrial WSNs. After reviewing bene�ts and limitations of theexisting protools, a fully-�edged hain-based ommuniation protool tai-lored to industrial WSNs is presented. The proposed protool, alled CCDF(Cirular Chain Data Forwarding), takes into aount the arhiteture ofindustrial WSN deployments and exploits an existing real-time bakbone toahieve real-time ommuniation with limited power onsumption. In thehapter, the CCDF protool is disussed and thoroughly analyzed. Ana-lytial relations are derived for the lateny of a single hop and yle timesin the ase of ideal hannel. Then the analysis is extended to the ase ofnoisy hannels. An extensive simulation ampaign has been performed tovalidate the analytial results and to show the e�etiveness of our approahompared to the standard IEEE 802.11b protool running a �xed routing.This hapter is organized as follows. Setion 6.1 outlines hain-based113



6. A chain-based routing protocol for industrial WSNsrouting algorithms for WSNs. Setion 6.2 addresses the ase for hain-based ommuniation protools in industrial WSNs and the rationale be-hind the proposed CCDF protol. Setion 6.3 disusses the mehanismsneeded to ahieve fault tolerane in the CCDF protool, while Setion 6.4introdues an algorithm to reate the network hain in a distributed fash-ion. Setion 6.5 presents the in-depth analysis of the CCDF protool, andSetion 6.6 validates the results obtained analytially through simulationsand provides a omparative performane assessment to show the e�etive-ness of the proposed protool. Finally, Setion 6.7 provides some onludingremarks.6.1 Chain-based routing in WSNsIn hain-based routing protools, nodes form a hain whih onnets all thenodes and forward data pakets along the hain in a sequential way. Thehain-based ommuniation paradigm was originally designed to ahieveenergy e�ieny in WSNs running data gathering appliations. Energy ef-�ieny is obtained by evenly distributing the workload among all the WSNnodes and, in some hain-based protool, by using data aggregation at ev-ery hop. Although data aggregation in not ommon in industrial automa-tion, hain-based protools an still bring onsiderable bene�ts to industrialWSNs. In fat, the ordered transmission and forwarding of hain-based om-muniation resembles a token passing, in whih the token is loaded with thepayload of all the nodes that are preeding in the hain. As eah node hasto wait the reeption of a data paket from the preeding node before it anaess the medium, hain-based forwarding is able to avoid paket ollisions.Moreover, as data forwarding follows a prede�ned hain, the path of eahdata paket is deterministially known. Therefore, a similar mehanism anbe used to ontrol both medium aess and routing in a way that providesat least statistial guarantees on delivery delay.Several hain-based shemes exist. The following subsetions address thestrengths and weaknesses of three widely-known ones, namely, the linear,binary-ombining and multiple-hain shemes, respetively.6.1.1 Linear shemeIn linear hain-based routing, proposed in [84℄, data pakets are transmittedfrom one end of the hain to the other hand. When a node reeives a data114



6.1. Chain-based routing in WSNspaket from the preeding node, it appends its own payload to the reeivedpaket and forwards the new paket to the next node in the hain. Whenthe end of the hain is reahed, data forwarding restarts from that end in theopposite sense. This approah has been extended in [84℄, where pakets aretransmitted along the hain until a speial node, alled leader, is reahed.One the leader has reeived the data, it forwards it to a base station. Asnodes are supposed to be battery powered and the leader's transmissionsonsume more energy than the others, the leader hanges at eah round in arotating fashion, so as to maximize the network lifetime. In addition, dataaggregation is used to maintain the same size for all the pakets traversingthe hain.Linear hains provide a good level of preditability, as only one node isallowed to aess the hannel at any time and the path from eah node tothe sink is deterministially known. However, the protools in [84, 85℄ donot address the typial industrial senarios and only aim at reduing energyonsumption. Moreover, when dealing with a large number of nodes, theprotools in [84, 85℄ su�er from very low salability, beause they assumethat all nodes an ommuniate with eah other, and are a�eted by largedelays.6.1.2 Binary-ombining shemeThe binary-ombining sheme proposed in [85℄ divides eah round intolog(n) levels (where n is the number of nodes) and allows parallel ommu-niation of nodes. Eah node transmits data to its neighbor at the urrentlevel. The reeiving node raises its level, so it forwards data to its neighborat the next level. This sheme improves energy e�ieny and in some ases,also the average transmission delay as ompared to linear hains. However,as nodes an transmit at the same time, ollisions may our, so it is notpossible to provide some guarantees on delivery delay. So this sheme is notsuitable for industrial WSNs.6.1.3 Multiple-hain shemeA multiple-hain sheme that divides the sensing area into multiple regions,eah hosting a linear sub-hain, was proposed in [86℄. In this approah eahlinear sub-hain is independent, so it is possible that the transmissions ofnodes in di�erent hains our at the same time. As a result, there is no115



6. A chain-based routing protocol for industrial WSNsguarantee that transmissions are ollision-free. For this reason, even thissheme is not suitable for industrial WSNs.From these onsiderations it follows that, among the existing hain-based approahes, the most adequate for industrial WSNs is the linearsheme. This sheme has already been adopted by Bui et al. [87℄ to ahievesoft real-time ommuniation in multi-hop wireless ad-ho networks. In thatwork, the limitations of lassial linear shemes were overome through theuse of a di�erent reeiving hannel for eah adjaent node. Unfortunately,the small number of nonoverlapping hannels o�ered by standard wirelessprotools (e.g., IEEE 802.15.4) signi�antly limit the network topologies,that must be very sparse. On the ontrary, industrial WSNs an be densein proximity of an automation ell, thus it is not possible to use this ap-proah to avoid ontentions.The following setion investigates novel strategies to improve the linearhain-based sheme and make it suitable for industrial WSNs.6.2 The Cirular Chain Data Forwarding (CCDF)protoolMost of the WSN protools presented so far do not onsider the arhitetureof typial industrial senarios, where some of the sensor nodes are diretlyonneted to a real-time bakbone (as shown in Figure 6.1). In this senar-ios, nodes an be lassi�ed into two ategories, i.e., nodes diretly onnetedto the wired bakbone (heneforward alled sinks) and nodes that are notdiretly onneted to it (heneforward alled simply nodes). In additionto nodes and sinks, an industrial WSN always omprises a base stationthat ollets and analyzes sensor data. In a typial industrial senario, thebase station is onneted to the wired bakbone and therefore is diretlyreahable by many (or all) of the sinks. Usually, the performane of thewired bakbone in terms of both throughput and lateny are some orderof magnitude better than those obtainable by the WSN. Therefore, a wayto improve the performane of the WSN monitoring appliation is takingsinks as intermediate destinations, whih in turn forward the reeived datato the �nal destination, i.e., the base station, over the wired bakbone.A ommuniation protool for industrial WSNs has to enable nodes toaess the medium and forward data pakets in a preditable way. Linearhain-based routing protools suh as [84℄ are able to disseminate data in116



6.2. The Circular Chain Data Forwarding (CCDF) protocol
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Figure 6.1: Network Arhiteture.a preditable and distributed fashion, but, as disussed in Setion 6.1, theyare not tailored to the industrial ommuniation. The typial transmissionpattern of linear hains, that goes from one end of the linear hain to theother hand and then goes bak in the opposite diretion, is not suitable formonitoring appliations in whih most of the data transmissions are yli.A more appliation-oriented sheme is one in whih data is transmitted fromone end to the other end of the linear hain and then the ommuniationrestarts from the beginning. However, the problem of suh a linear shemeis that the last network devie of the hain has to trigger the start of a newyle of ommuniations. In a large industrial WSN it is likely that the lastnode of the hain is not under the overage of the �rst node. A possibleway to overome this problem is to enfore that both the �rst and the lastdevie of the linear hain are sinks, so that they an ommuniate via thewired bakbone. However, this solution is not very e�ient when sinks areused as intermediate destinations. As the ommuniation between the �rstand the last sink ours via the wired link, it is not possible for the nodesto exploit the �rst sink as an intermediate destination. This will result inlonger sub-hains from one sink to the next.We show an example to larify the point. Consider the topology shownin Figure 6.2a, omprising 4 sinks (olored irles) and 12 nodes (white117



6. A chain-based routing protocol for industrial WSNs

Figure 6.2: Chain-based shemes.irles). Using the linear sheme, eah sub-hain between two onseutivesinks is omposed of 5 hops over the wireless link. To further improve theperformane of the network a irular hain is proposed to replae the lin-ear hain, as shown in Figure 6.2b. Suh a irular hain is the union ofmultiple linear sub-hains going either from one sink to the next or fromthe last sink to the �rst. As it is possible that nodes in di�erent sub-hainsare on the same ollision domain, data forwarding must be sequential andonly one paket an be transmitted at any time, thus the irular hain atsas a logial ring. Data pakets are forwarded by nodes aross the hain,until a sink is reahed, as data is forwarded to the �nal destination throughthe wired bakbone. Consequently, a sink will not relay data through thewireless network, but it only forwards to the wireless suessor a paketwithout payload, that simply gives to the reipient node the right to trans-mit. This solution �ts well the requirements of industrial appliations inwhih most of the tra� is yli. Moreover, using this sheme it is possibleto fully exploit the wired forwarding performed by the sinks, as there is asub-hain between any ouple of onseutive sinks. This is learly visiblein the example of Figure 6.2b, where the number of wireless hops in eahsub-hain is redued from 5 to 4. As eah node has to forward data from allthe preeding nodes until the last sink, shorter sub-hains introdue shorterommuniation delays. The Cirular-Chain Data Forwarding (CCDF) o�ersseveral advantages in industrial environments:Preditability: When a node reeives a data paket from the predees-sor, it appends its own data (or a speial padding, if there is no data to besent) and forwards the resulting paket to the suessor. This hain-basedmehanism is used to ontrol both data forwarding and hannel aess. Thismeans that devies are not allowed to transmit if they have not reeived a118



6.3. Fault Tolerance Mechanismsdata paket from a predeessor. In this way, ontentions are avoided and thesequene of data transmission is preditable, thus the only unpreditabilityto take into aount is that due to the wireless medium.1As the irular hain works like a logial ring, if the tra� follows aknown arrival pattern, e.g., periodi tra�, it is possible to alulate theminimum time needed by the network to omplete the traversal of the overallhain. This an be used to alulate the minimum ahievable update timefor a given senario on the basis of the number of nodes and the amountof data to be transmitted by eah node. This feature an help a systemdesigner in tuning both the networking infrastruture (e.g. the maximumlength of the hains) and the industrial appliations.Redued delay: As soon as sensor data reahes a sink, it is forwardedto the base station using the wired link. As the wired bakbone providesboth higher bandwidth and smaller transmission delays than the wirelessnetwork, the overall delay experiened by sensor readings to reah the basestation dereases. Moreover, the workload over the wireless link is redued,as one the data has reahed a sink, it ontinues its path to the base stationover the wired bakbone.Extended overage: Nodes do not need to be within the overage ofany sink, they only need to have two neighbors, i.e., a predeessor and asuessor in the transmission hain. The predeessor and the suessor anbe either nodes or sinks.Energy E�ieny: Thanks to the preditable transmission and for-warding mehanism, it is possible to alulate the minimum interarrivaltime between data pakets (or sink's tokens) as the time needed by the net-work to traverse the whole irular hain in the optimisti ase of no paketlosses. Nodes an save energy by going to sleep just after having forwardeda data paket and remaining asleep for the minimum interarrival time.6.3 Fault Tolerane MehanismsThe main problems of token-based protools used over a wireless mediumare fault tolerane and robustness to errors. One problem of lassial to-ken passing is that aknowledging the reeipt of eah token would be very1 In order to maintain the performane of the industrial WSN preditable, also thewired bakbone has to provide a preditable behavior. This is why here a real-timebakbone is assumed. 119



6. A chain-based routing protocol for industrial WSNsine�ient. However, the CCDF protool solves this problem by using asingle paket to both grant the medium aess and send data to its su-essor. After a node reeives a paket from the predeessor, it sends bakan aknowledgement frame, whih indiates that the node has suessfullyreeived data and has aquired the medium aess. In the ase where a datapaket is lost, the sender will not reeive any aknowledgement and, aftera timeout, retries the transmission. To address the ase for a loss of a-knowledgement frames, a sequene ounter is added to data pakets, whihis inreased at eah data transmission. In this way it is possible to reog-nize data pakets originated by a missed Ak and avoid error propagation.Another issue whih must be takled is how to reat to node failures. Thesolution adopted for this protool is that if a node reahes the maximumnumber of retries for the diret suessor and still does not reeive an Ak,it sets the next node as the destination and attempts to transmit again. Forthis reason, eah node keeps in memory not only the address of the diretsuessor, but also the next two nodes in the hain, whih are onsideredtwo bakup suessors. Moreover, it is neessary to maintain the topologyinformation of nodes updated in the ase of topology hanges, e.g., due tonode failure. Therefore, in suh ases a node has to send the updated ad-dresses of the next two nodes that follow in the hain to its predeessor. Ane�ient way to do this is by piggybaking this information on Ak frames.6.4 Distributed Chain CreationTo solve the irular hain reation problem in a distributed way, we dividedthe original problem into multiple sub-problems. The basi idea is thefollowing; as a network omprises multiple sinks, the omplete transmissionhain an be divided into multiple sub-hains from one sink to the next.Eah sub-hain is built independently of the other, and at the end all thesub-hains are joined together to form the irular hain ontaining all thenodes and all the sinks of the whole network. The phases of the hainreation are depited in Figure 6.3.The algorithm for the reation of the irular hain is divided into threesteps and supposes that nodes are loation aware. In the �rst step, a HighLevel Logial Ring (HLLR) is reated that onnets all the sinks. Theseond step is the assoiation of nodes to the losest sink. The third step isthe setup of the linear hains onneting eah sink to the next in the HLLR.120



6.4. Distributed Chain Creation

Figure 6.3: Network Setup.
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6. A chain-based routing protocol for industrial WSNsA summary of the operations ourring in these phases follows.Logial Ring Creation: The sinks ommuniate through the wired bak-bone in order to establish the HLLR. All the sinks send a paket to theMS ontaining their position. The MS ollets them and �lls a Sink Table.After a timeout for the last reeption expires, the MS builds the HLLRusing the Nearest Neighbor algorithm, that at eah iteration hooses thelosest unvisited sink as the next move. This means that the �rst sink willbe the MS, the seond sink will be that losest to the MS, the third will bethat losest to the seond sink and so on. One the HLLR has been built,the relevant information is transmitted to all the other sinks. Figure 6.3bdepits the network at the end of this stage.Node/sink assoiation: Eah sink broadasts pakets into the wirelessnetwork, ontaining information suh as its address, position, et. Nodesollet the information on both neighboring sinks and other nodes. More-over, they broadast pakets ontaining address and position of the knownsinks (both those diretly reahable from the node and those known by ol-leting pakets from other nodes) as well as the number of hops to reahthem. Additionally, nodes keep the address of the neighbor with the mini-mum distane (in terms of hop number) from eah sink in memory. In thisway, temporary paths are established to allow nodes that are not under thediret overage of any sink to ommuniate with the losest sink. Thesepaths are used by suh nodes to send bak the information about their ownaddress, position and neighboring tables to the losest sink. After all nodeshave ommuniated their data to the losest sink, eah sink has a di�erentNode Table, ontaining address, position and neighbors' list of the nodes,for whih that is the losest sink.Chain setup: This is the last phase of the network setup, in whih theoverall hain onneting all the nodes of the network is built. A possibleway to proeed ould be to ollet, at the MS, all the information aboutnodes that at the end of the seond step of the algorithm is distributedamong the sinks. In that ase, the MS ould use a entralized algorithm tobuild the hain. However, as building a sub-hain is still a omplex problemand a network may omprise a large number of nodes, it is onvenient touse a distributed algorithm that allows parallel omputations inside thesinks. This approah has two advantages over the entralized algorithm:it requires less memory on the sinks, so it better �ts the resoure-limitedapabilities of sensor nodes, and speeds-up the hain reation. Moreover, itsales better with the number of nodes. The algorithm developed to reah122



6.4. Distributed Chain Creationthe state depited in Figure 6.3 is desribed in the following subsetion.6.4.1 Sub-hain reation algorithmThe algorithm run at eah sink to build its sub-hain works as follows:1) Eah sink splits the list of assoiated nodes into two sets, namely,outgoing and inoming nodes. The former set ontains all the nodesfor whih their distane from the sueeding sink is smaller than thatfrom the preeding sink in the HLLR. The latter set, on the ontrary,ontains the nodes that are loser to the preeding sink.2) Eah sink sends the information about the inoming nodes to thepreeding sink in the HLLR through the wired bakbone.3) After reeiving the same data from the sueeding sink, eah sinkknows the information about all the nodes belonging to the path tothe next sink. At this point the sink an ompute the part of the hainthat starts from it and ends to the sueeding sink in the HLLR. Thealgorithm used to build a path from a sink to the suessor in theHLLR is based on a heuristi approah, that alulates the shortestpath using the Dijkstra algorithm at the beginning and then iterativelyadds to the hain nodes that are not present in the shortest path. Inpartiular, at eah iteration it substitutes a diret link with an indiretommuniation (a path) having the same soure and destination nodesof the diret link, but passing through some unvisited nodes. Amongthe feasible paths, our heuristi approah selets that whih inreasesthe overall traversed distane by the minimum amount.4) One a sink has built its sub-hain, the relevant shedule is ommu-niated to the relevant nodes. In partiular, the sink reates a paketontaining the ordered list of nodes whih made up that part of thehain and sends it to the �rst node. Eah node reeiving that paketstores the information about the predeessor, the suessor, and thetwo bakup suessors in its memory. Then, the node forwards suh apaket to the suessor. Figure 6.3 depits the network at this pointof the hain reation algorithm.After all the sinks have set up their sub-hain, the MS sends a paketthroughout the hain whih is used to know the exat length of the whole123



6. A chain-based routing protocol for industrial WSNshain as well as the expeted duration of a omplete yle, i.e., the timeneeded to traverse the network hain. At this point (depited in Figure 6.3d)the network beomes operational and the nodes start waiting for the datapaket from the predeessor, to add their data and forward it to the sues-sor.6.5 Protool AnalysisWhile the CCDF protool exploits the wired infrastruture of industrialsettings to improve the end-to-end performane, by forwarding data as soonas it reahes a sink, it does not atually depend on any partiular tehnology.For this reason, to keep our disussion as generi as possible, in our analysiswe only onsider the wireless part of the network, e.g., by onsidering onlynode-to-sink delays. To obtain the end-to-end delays it is su�ient to addthe delay from the sink to the �nal destination, whih is spei� to the wiredbakbone, although it is usually muh smaller than that of the wireless partof the path, thanks to the higher data rate and lower paket error rates.One of the main advantages of our hain-based protool is that in normaloperating onditions, i.e., in the absene of node faults, eah data transmis-sion follows the same path to the sink. This feature makes it possible toalulate the delay experiened by data pakets in the ase of no framelosses.Consider a network hain omprising M nodes and Nsink sinks. Theomplete hain is made up of Nsink di�erent sub-hains, having a lengthof L1, L2, · · · , LNsinks
nodes, respetively. If nodes transmit a �xed lengthpayload, adopting the ommuniation mehanism disussed in Setion 6.2,it is possible to derive the following relations.6.5.1 Node Traversal Time (NTT)The �rst parameter that we estimate is the delay of a single hop, i.e., thetime spent by a paket to traverse a generi node. We all this parametera Node Traversal Time (NTT). To ompute the value of this parameter,onsider the ativities performed by nodes at eah hop, shown in Figure 6.4.When the node i reeives a data paket from the predeessor, it has toproess the data paket, send the aknowledgement to the predeessor, addits own data to the reeived data paket, and send the resulting paket tothe suessor. This means that the NTT an be expressed by124



6.5. Protocol Analysis
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NTT = Tack + Tdata + Tproc, (6.1)where Tack is the time needed by the transmission of the Ak frame, Tdatais the time needed for the transmission of the data paket and Tproc is theoverall proessing time spent by node i. Both the terms Tack and Tprocare not dependent on the position of a node in the hain. In fat, theAk has always the same size, therefore its transmission time is onstantwhen the data rate of nodes is �xed. Even the proessing time an beonsidered onstant in the NTT alulation. In fat, sensor nodes an besmall embedded devies running either a single task or a lightweight real-time operating system, and so it is possible to estimate the worst aseexeution time and use it to obtain an aurate estimation of the NTT. Onthe ontrary, the term Tdata is not onstant, as the amount of data thata node has to send to the suessor is dependent on the node position inthe hain. As eah node appends its own data in the paket, the size ofthe data pakets will vary from the minimum size of a paket ontaining nodata (i.e., pakets sent by the sinks) to the maximum size of the last nodeof the longest sub-hain. In partiular, if we de�ne pi the position of node

ifrom the beginning of its own sub-hain (while for all the sinks pi=0), wean express the transmission time Tdata for the node i as
T i
data = Tov + T i

payload = Tov + pi ·∆T , (6.2)where Tov is the onstant overhead due to the protool header and the lowerlayers enapsulation and∆T is the time ontribution given by the data pay-load appended by eah sensor node, i.e., the length of the payload divided125



6. A chain-based routing protocol for industrial WSNsby the data rate of ommuniation. It must be noted that in the ase of asink, the paket is used only to grant the medium aess to the suessor,therefore there is no payload. As a result, Tdata = Tov for all the sinks.
6.5.2 Chain Traversal TimeThe Chain Traversal Time (CTT) is the time spent by the network to om-plete a yle aross the whole network hain in the optimisti ase in whihthere are no paket losses and retransmissions. This value is important fortwo main reasons. Firstly, it gives an upper bound on the yle times2 oftra� that an be supported by the network, e.g., if CTT = 1 s, it willnot be possible to support tra� requiring yle times lower than 1 s usingthe given network topology. If there is tra� with suh requirements thedesigner an either use a wired dediated network or enhane the networktopology so as to derease the yle times. As the CTT depends on thenumber of sinks, a possible operation to allow the support of tra� withhigher rates is to add some new sinks to the network hain. Seondly, thisparameter an be used to improve the energy e�ieny of the network. Infat, a node that has transmitted its data paket at time t and has reeivedthe Ak from the suessor knows that it will not reeive any ommunia-tion before a CTT from the transmission time t. As a result, it an sleepuntil time t + CTT � Tsm, where Tsm is a safety margin to aount forpossible lok drifts. In this way the duty yle of nodes, and so energyonsumption, an be drastially redued.Suppose that eah sensor node transmits its data at eah yle. TheCTT value an be alulated as the sum of the NTT values of all the nodesin the network, plus the sum of the NTT values of the sinks. In the most

2 The yle time is de�ned as the time between two onseutive paket transmissionsfrom the same node.126



6.5. Protocol Analysisgeneral form, the CTT value an be expressed as
CTT =Nsink ·NTTsink +
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(6.3)
This relation an be simpli�ed in a partiular senario, i.e., when the hainis balaned. Under this assumption, eah of the sub-hains of the networkhas the same length, i.e., L1 = L2 = · · · = LNsink

= L, and the number ofsensor nodes is L ·Nsink. As a result, the CTT is Nsink times the delay of asingle sub-hain with L nodes. As in a sub-hain there are L data paketswith payload (sent by the sensor nodes) and one paket without payload(sent by the sink), the CTT an be expressed as
CTT =Nsink(1 + L)(Tack + Tproc + Tov)+

+Nsink ·∆T · L(L+ 1)

2
.

(6.4)Now, under the same hypotheses, to analyze how the CTT value varies as afuntion of both the number of sensor nodes, M , and the number of sinks,
Nsink, it is su�ient to substitute M

Nsink
to the original variable L in formula(6.4). In this way we obtain formula (6.5), whih an be used by a networkdesigner to dimension a network in terms of both number of sensor nodesand number of sinks.

CTT =
(M +Nsink)(M ·∆T + 2Nsink(Tack + Tproc + Tov))

2Nsink

(6.5)Figure 6.5 shows the design spae of an example network on�guration ob-tained through formula (6.5). It is lear to see that by inreasing the numberof nodes the CTT inreases quadratially, while inreasing the number ofsinks the CTT an be notieably redued. However, it should be notedthat suh a trend does not hold for every network on�guration. In fat, byadding a sink to the network, the average length of data paket is redued,but the overall number of hops is inreased, beause the new sink has to127



6. A chain-based routing protocol for industrial WSNs

Figure 6.5: Chain Traversal Time.forward a void data paket to grant medium aess to the suessor. As aresult, for a given network setup there will always be a number of sinks overwhih the CTT will start inreasing rather than dereasing. Analytially,this problem is shown by the fat that formula (6.5) diverges for inde�nitelylarge values of Nsink. However, it is possible to alulate the optimal num-ber of sinks N∗
sinkas the number of sinks that minimizes the CTT for a givennetwork on�guration. Suh a number an be found by analyzing the �rstderivative of formula (6.5) with respet to Nsink, and taking the �oor() ofthe value that minimizes that funtion. In fat, di�erential alulus showsthat formula (6.5) is monotonially dereasing for Nsink from 0 to N∗

sink. Inpartiular, the optimal number of sinks obtained through this analysis is,
N∗

sink =

⌊
M ·

√
∆T√

2(Tack + Tov + Tproc)

⌋ . (6.6)6.5.3 Average Chain Trip TimeThe Average Chain Trip Time (ACTT) is the average time spent by thenetwork to omplete a yle aross the whole network hain. This time isusually slightly larger than the CTT, due to possible paket loss and therelevant retransmissions. As the wireless medium is not deterministi, itis not possible to have an exat estimation of the duration of eah yle.However, under ertain hypotheses on the paket loss probability, it is pos-128



6.5. Protocol Analysissible to ompute an average value. In general, the ACTT is equal to theoptimisti value of the CTT, plus the time lost for paket losses, i.e.,
ACTT = CTT + Trecover. (6.7)The term Trecover is the time needed to reover the pakets that were lost. Infat, every time a frame is lost, a proedure to reover the frame is needed.In the ase of a data frame, shown in Figure 6.6a, the sender reognizesthat its paket was lost after a timeout Tto and then it sends the paketagain. As a result, the ontribution of a data frame loss in the NTT is

Tto + Tdata. On the other hand, when an Ak frame is lost on node i-1,as in Figure 6.6b, node i sends its data frame to its suessor, while thetimeout expires on node i-1. After the end of the data paket, node i+1sends an Ak frame, as aknowledgements are prioritized over data framesby using smaller interframe spaes. After suh an Ak frame, node i-1 sendsits data frame again, that will not, however, be forwarded again by node
i, beause it reognizes that it is a dupliate paket. Nevertheless, node imust send bak a new Ak frame to i − 1, to let i − 1 know that the datapaket has been reeived. To ensure that the retransmission from i-1 doesnot ollide with the data paket from a suessor, retransmissions shouldhave a smaller interframe spae than normal data transmissions (but higherthan Ak frames). As a result, the ontribution of an aknowledgement lossin the NTT is Tdata + Tack.The time Trecover an be subdivided in turn into three di�erent ontri-butions, i.e.,

Trecover = TrecAck + TrecSink + TrecNode, (6.8)where TrecAck is the time spent due to loss of aknowledgements, TrecSinkis the time spent due to loss of pakets from the sink, and TrecSink is thetime spent due to loss of pakets from nodes. Eah ontribution an beestimated independently to the others.Suppose that Ebit is the bit error rate of the wireless tehnology used,in the partiular environment where the network is deployed. In a ase inwhih there is no error orretion mehanism, a single bit error will ausea paket loss. This means that the paket error rate of a generi paket is,
Epkt = Ebit · lpkt,where lpkt is the length of the paket expressed in bits.As all the Ak frames have the same length, it is possible to alulatethe error rate of aknowledgements as Eack = Ebit · lack.Moreover, as anAk frame is sent on the reeption of data pakets from both nodes and129
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6.6. Performance evaluationsinks, (Nsink + M) Ak frames have to be sent to traverse the hain. Ateah aknowledgement loss, a time of (Tdata + Tack) is needed to reoverfrom the error. However Tdata is variable, as it depends on the position ofthe node that misses the Ak. Nevertheless, as the loss of Ak frames isindependent to the data pakets, it is reasonable that all the frames havethe same probability to be retransmitted due to a missing Ak. As a result,it is possible to express TrecAck as
TrecAck = (Nsink +M)Eack(T̄data + Tack), (6.9)where T̄datais the average duration of data pakets.A similar reasoning an be used to alulate the seond ontribution offormula (6.8), i.e., that due to the loss of data pakets from the sinks. Inthis ase, the paket error rate is Esink = Ebit · lov,where lov is the size of adata paket without any payload (i.e., is the size of the void paket sent bythe sink to grant the medium aess to the suessor sensor node), and theontribution given by these pakets an be expressed as:

TrecSink = Nsink ·Esink(Tto + Tov). (6.10)Slightly more omplex is the estimation of the last term of formula (6.8), asboth the paket error rate and the reovery time depend on the size of datapakets and, therefore, on the position of nodes in the hain. In partiular,the paket error rate of a generi paket, whose soure node i is loated atthe pi-th position of its sub-hain, is given byEi
node = (lov+pi ·lpl)Ebit,where

lpl is the size of the payload added by eah node, expressed in bits. Thetime to reover from a paket loss is given by Tto+T i
data,where the last termis that in formula (6.2). As a result, it is possible to express TrecNode as:

TrecNode =

Nsink∑

k=1

Lk∑

i=1

(Tto + Tov + i ·∆T)(lov + i · lpl)Ebit. (6.11)6.6 Performane evaluationA simulation study was arried out to assess the e�etiveness of the proposedprotool and to validate the analysis desribed in Setion 6.5. To simulatethe protool we used the ns-2 simulation tool [74℄, and we relied on thePHY and MAC models provided by ns-2, therefore implementing hain for-warding at the appliation level. However, to improve the e�ieny of our131



6. A chain-based routing protocol for industrial WSNsimplementation, we did not transmit Ak frames at the appliation layertoo. Instead, we exploited MAC-level aknowledgements, whih are smallerthan data frames and also feature a smaller interframe spae, whih omplieswith our analysis in Setion 6.5.3. Although our hain-based approah doesnot depend on any spei� wireless tehnology, all the simulations shownin this hapter refer to the IEEE 802.11 protool [88℄ at the Physial andMAC layers, used in ad-ho mode. This protool was preferred over theIEEE 802.15.4 [22℄, sine the latter limits the maximum length of the MACpayload to 118 bytes, against the 2304 bytes supported by the IEEE 802.11.As in the hain-based approah the size of the data frame inreases withthe position of nodes in the sub-hain, IEEE 802.11 o�ers muh higher sal-ability than IEEE 802.15.4, as it allows for longer sub-hains. However, asin industrial environment robustness and preditability are more importantthan throughput, we set the data rate to 1 Mbps, whih provides the mostresistant oding against noise and interferene.All the network on�gurations we simulated are generated using thesame methodology to reate omparable senarios. In partiular, at thebeginning of the simulation we set up the number of sinks Nsink and thenumber of nodes per sink L. Eah sink is plaed at the enter of a 15×15m square region. These square regions, in turn, are plaed side by side, soas to form a grid. Then, L nodes are put aross the segments onnetingtwo sinks, but with a random displaement from the ideal position. Thanksto this deployment mehanism, in all our simulations the hain reationalgorithm produed a balaned hain, in whih eah sub-hain was made upexatly of L nodes. The hoie of having balaned hains was made to makethe omparison between di�erent senarios easier. In fat, if the deploymentwas ompletely random, the resulting topologies would be heterogeneous,and so di�ult to ompare (e.g., senarios with a smaller number of nodesmight still have longer hains).6.6.1 Validation of theoretial resultsWe performed a set of simulations using the default settings of ns-2 for thehannel model but varying the number of both sinks and nodes to assessthe protool performane in the ase of no paket errors and to omparethe CTT obtained analytially with that obtained through ns-2 simulation.In partiular, we varied the number of nodes per luster (L) from 2 to 12and repeated the simulations for 1, 2, 4, 6, 8, and 10 sinks. In this way,132



6.6. Performance evaluationthe overall number of devies (nodes + sinks) ranged from a minimum of3 to a maximum of 130. The data frame is made up of a 12-byte header,plus a 6-byte payload that represents the sensor reading from nodes. Dataframes from the sinks ontain only the 12-byte header. However, it shouldbe noted that this format is relevant to the appliation, therefore the atualframe size is larger, beause of the enapsulations at MAC and physiallayer. In partiular, a 58-byte overhead was observed in the ns-2 trae �lesfor the data frames sent by the MAC layer, while the ACK size was 38 bytesaording to the same �les.To ompare the simulation results with those obtained though the theo-retial analysis in Set. 6, it is neessary to make some other onsiderations.In fat, both the Tov and Tack have to onsider not only the time to transmitone frame over the air, but also other overheads due to the MAC and phys-ial layers. Preamble is the same for all the frames and in partiular ns-2uses the long preamble of the IEEE 802.11 standard, whih lasts for 192 µs.Then stations need 10.9 µs to synhronize the reeivers before the atualframe transmission an start. These times should be added to both Tov andTack. After eah transmission stations have to wait for an interframe spaebefore starting a new transmission. Aording to the IEEE 802.11 standard,a Short InterFrame Spae (SIFS) of 10 µs is used for ACK frames, while aDCF Interframe Spae (DIFS) of 50 µs is used for data frames. As a result,a DIFS and a SIFS have to be added to the Tov and Tack, respetively. Fi-nally, half a minimum ontention window (CWmin/2·SlotTime) is added tothe Tov to aount for bako� delays. In fat, as our transmission mehanismavoids ollisions, all nodes maintain their ontention window at the CWminvalue. Moreover, as nodes delay their transmission for a random numberof slots, uniformly distributed between 0 and CWmin, the average waitingtime will be half a CWmin multiplied by the slot time. The proessing time
Tproc was extrated from the simulation results, by omparing the times inwhih the reeption of data frames were ompleted by the PHY with thereeiving times at the appliation layer. The theoretial CTTs obtainedby formula (6.5) are plotted side by side with the ACTTs obtained from100-seond simulations, in Figure 6.7a. The �gure shows that theoretialresults (represented by dashed lines) losely math those obtained throughthe ns-2 simulator (represented by solid lines), in all the tested senarios.This provides evidene for the e�etiveness of the analysis in Setion 6.5,in the ase of good signal quality (i.e., with a negligible error rate). Toassess the performane of the protool in the ase of a noisy environment,133
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Figure 6.7: Chain Trip Times.
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6.6. Performance evaluationwe run the same simulation senarios with an inreased bit error rate of
Ebit= 0.0003. Note that a similar value for the mean bit error rate of IEEE802.11 was assessed in a harsh environment in [28℄. However that result wasobtained using the 2 Mbit data rate, therefore our simulation assumes evenworse hannel onditions, beause we are setting the same bit error rate at1 Mbit data rate. In Figure 6.7b, the average hain trip times obtained insuh noisy onditions are ompared with the theoretial results obtained bythe analysis in Setion 6.5 under the same onditions. Even in this ase, theresults obtained from the theoretial analysis losely math those obtainedthrough ns-2 simulations. These results show that the model introdued inSetion 6.5.3, to alulate the average time spent reovering lost frames, isable to produe aurate results even when the bit error rate is high.6.6.2 Comparative assessmentsTo properly assess the e�etiveness of CCDF, we ompared the performaneof the proposed protool with that obtained under the same senarios usingthe standard IEEE 802.11 MAC and a �xed routing protool. Here we usedthe AODV protool [89℄ at the beginning of the simulation to set up theroutes, and maintained suh routes for the whole simulation. For the sake offairness, we disarded the results oming from the setup phase. To omparethe protools under the industrial perspetive, we alulated the ahievableyle times, as de�ned in Setion 6.5.2 under the di�erent on�gurations.In the ase of the CCDF protool, the yle time orresponds to the CTT,while to alulate the ahievable yle time in the ase of CSMA/CA MACwith �xed routing, we released all data transmissions at the same time andtook the time at whih the last data frame was reeived. For eah protool,we repeated the measurement 100 times and plotted the average values.Figure 6.8 shows the results for three di�erent on�gurations of nodes. Inthe �rst on�guration, nodes run the CCDF algorithm on top of the IEEE802.11 MAC, while in the seond and third on�gurations nodes use �xedrouting on top of the IEEE 802.11 MAC. The di�erene between theseon�gurations is that the seond uses the sinks as intermediate destinationsto forward data through the bakbone (and is labeled FR w Bakbone) andthe third (labeled FR w/o Bakbone) does not. For every on�guration wesimulated the same senarios addressed in Figure 6.7, but for the sake oflarity in Figure 6.8 we only show the senarios featuring four and ten sinks.The results show that, although the �xed routing often produes shorter135
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Figure 6.8: Comparative performane assessment.
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6.7. Concluding remarksnode-to-sink paths, the CCDF protool onsistently outperforms the otheron�gurations, ahieving notieably smaller yle times in both the ases oferror-free (Figure 6.8a) and error-prone (Figure 6.8b) hannel. For example,in the ase of error-free hannel the CCDF an support 100 sensors withyle times of about 160 ms or 32 sensors with yle times down to 50ms. Using the standard CSMA with �xed routing and no wired forwarding,these yle times would be 1100 ms and 730 ms, respetively. As expeted,the use of sinks as intermediate destinations to forward data through thewired bakbone is also bene�ial in the ase of �xed routing, but even in thisase the performane is far from that obtained by the CCDF protool, e.g.,in the two aforementioned senarios the ahievable yle times are 1000 msand 420 ms, respetively. The plots in Figure 6.8b show larger yle timesbut analogous trends in the ase of a noisy hannel. Suh results show that,although hain-based forwarding introdues a nearly linear delay at eahhop and so one might think that this approah su�ers from low salability,atually the advantage over the standard IEEE 802.11 MAC with �xedrouting inreases with the inreasing number of nodes and sinks. Moreover,in all our simulations we found that the standard deviations of the CCDFyle times were one or two orders of magnitude smaller than those obtainedby the other on�gurations. The reason for these results is that the standardCSMA/CA is not as e�etive as the hain-based ommuniation protoolin ollision avoidane.6.7 Conluding remarksThis hapter proposed the Cirular Chain Data Forwarding (CCDF) meh-anism in the ontext of industrial WSNs. The hapter disusses the meh-anisms used to build the hain and to ahieve fault tolerane. Moreover anin-depth analysis of the CCDF performane has been provided for the aseof error-free hannels and then extended to the ase of error-prone han-nels. A simulative assessment has been presented to validate the analytialresults and to ompare the performane of the proposed approah with thatof the standard IEEE 802.11 MAC with a �xed routing protool.Future work will extend the theoretial analysis in the diretion of pro-viding statistial guarantees that onsider not only the average values, butalso the probability distribution of the performane metris. Moreover,measurement ampaigns on a test-bed will be run to assess the e�etiveness137



6. A chain-based routing protocol for industrial WSNsof theoretial results when dealing with real deployments.
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Chapter 7ConlusionsIndustrial Wireless Sensor Networks have peuliarities that distinguish themfrom typial WSNs. Although some requirements suh as salability andenergy e�ieny are in ommon with lassial WSNs, in industrial deploy-ments real-time performane is by far more ritial than energy e�ieny.Moreover, industrial WSNs have to be robust against interferene and areusually integrated with wired industrial networks, beause there are riti-al data �ows that annot be transmitted over the wireless medium. Thisthesis investigated novel tehniques and ommuniation protools aimed atdelivering real-time performane to power- and energy-onstrained sensornodes, even in large and dense deployments where nodes ould not be di-retly overed by a sink.In partiular, Chapter 2 addressed the problem of robustness of IEEE802.15.4 networks to ross-hannel interferene by providing a generalmethodology and a generi testbed devised for experimental on-site assess-ments of the impat of the interferene in industrial networks. Moreover,a ase study was presented, whih explains how to set the testbed in orderto assess the impat on ross-hannel interferene of one or multiple in-terferers and the e�et of some MAC level parameters under ross-hannelinterferene. Chapter 3 addressed the problem of salability at the MAClayer by introduing a novel tehnique for ollision-free superframe shedul-ing in luster-tree IEEE 802.15.4 networks, whih exploits multiple radiohannels to enable sheduling sets of superframes that ould not be feasibleusing a single radio hannel. The hapter also addressed how to imple-ment multihannel superframe sheduling through only minor hanges tothe MAC layer and small add-ons to the upper layers. The feasibility of139



7. Conclusionsthis approah is demonstrated by a working implementation based on theopen soure TinyOS.The problem of highly inreasing energy e�ieny while introduing onlya preditable delay was addressed by means of two topology managementprotools whih run between the MAC and the Routing layer. In parti-ular, Chapter 4 presented a stati topology management mehanism withbounded delay, whih works together with a real-time routing protool tomeet soft real-time onstraints while ahieving high energy e�ieny. Inthis protool, the ombination of lustering and time driven ommunia-tion not only allows nodes to shut down their radio when no transmissionsor reeptions are needed, thus signi�antly dereasing their average energyonsumption, but also imposes a bound on the delay of intra-AU om-muniations. The good behaviour of the topology management protoolin terms of energy onsumption and real-time performane has been on-�rmed by simulations. A dynami extension of this protool was presentedin Chapter 5. The dynami approah introdues the support for both time-driven and event-driven ommuniation and enables the use of dynamilustering tehniques, whih are more e�etive when the density of nodesis non-uniform. Moreover, it also introdues a novel energy balaning fea-ture whih is able to inrease the overall network lifetime thanks to a nodeexhange poliy. The e�etiveness of the protool and the improvementin both network lifetime and real-time performane have been shown by aomparative assessment based on ns-2 simulations.Finally, the problem of preditable end-to-end data delivery was ad-dressed in Chapter 6 by providing a hain-based ommuniation protool,whih not only supports integration with a wired industrial infrastruture,but also takes advantage of it to deliver real-time performane. The hap-ter provided an in-depth analysis of the protool, at �rst for the ase oferror-free hannels and then extended to the ase of error-prone hannels.A simulative assessment was also presented to validate the analytial resultsand to ompare the performane of the proposed approah with that of thestandard IEEE 802.11 MAC with a �xed routing protool.
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